
In his famous experiment on reinforcement 
learning, Thorndike placed a hungry cat in a 
cage, the door of which was held closed by 
a pin1. A peddle in the cage was connected 
to the pin, such that if the cat pressed the 
peddle, the pin was released and the door 
fell open. Outside the cage was a piece 
of fish. Progressively, the cat learned to 
operate the peddle which opened the door 
and gave access to the fish. Consequently, 
Thorndike proposed that “any act which 
in a given situation produces satisfaction 
becomes associated with that situation so 
that when the situation recurs the act is 
more likely than before to recur also” — 
the Law of Effect1. Had single-unit electro-
physiological recording been available to 
Thorndike, he could have recorded the 
activity of ventral midbrain dopaminergic 
(DA) neurons during his experiment. 
What we now know about the activity of 
DA neurons suggests that the unpredicted 
movement or sound of the pin being 
released would have caused a short-latency, 
short-duration burst of DA activity, which 
is referred to as the ‘phasic’ dopamine 
response2. Evidence is now emerging to 
suggest that this neural response would 
have occurred before the cat had turned 
to see what was happening, long before 
the door had fallen open, and even longer 
before the cat had the ‘satisfaction’ of eating 
the fish3–5. In the light of these and other 

considerations, we propose that the phasic 
response of DA neurons provides the learn-
ing signal in circuitry that would allow the 
cat to discover exactly what movements it 
had to make, and where to make them, to 
release the pin; in other words, to reinforce 
the development of an entirely novel action. 
This suggestion will be contrasted with 
the currently dominant view that phasic 
DA responses signal reward prediction 
errors2,6–10. A reward prediction error 
represents the degree to which a reward 
cannot be predicted, and is indicated by 
the difference between the reward obtained 
by a given action and the reward that was 
expected to result from that action. In 
instrumental conditioning paradigms, they 
are used to reinforce the actions that most 
frequently lead to satisfaction — that is, 
presumed pre-existing actions of the cat 
that led to the door opening and provided 
access to the fish.

Reward prediction error hypothesis

Given the often overwhelming accumulation 
of biological information describing the 
anatomy11, biochemistry12,13, physiology14, 
pharmacology15,16 and behaviour16–18 of 
central dopamine (DA) systems, it is 
surprising that there are so few hypotheses 
concerning the computational task(s) 
performed by DA neurotransmission (the 
term ‘computational task’ in this sense refers 

to what is being computed and why19,20). A 
notable exception is the reward prediction 
error hypothesis proposed by Montague 
et al.6,7 and by Schultz and colleagues2,8–10. 
These investigators suggest that the short-
latency, sensory-evoked DA responses 
signal reward prediction errors, which are 
used by reinforcement learning mechanisms 
in the basal ganglia, and elsewhere, to select 
actions that will maximize the future acqui-
sition of reward. The reward prediction 
error hypothesis has received much empiri-
cal support21–27 and is now widely accepted 
by many biological9,28–30 and computational 
neuroscientists7,31–35. In this article, however, 
we wish to question this view and make an 
alternative suggestion. To do this, we first 
need to outline certain important aspects of 
phasic DA signalling.

Typically, unexpected biologically 
significant events including sudden novel 
stimuli, intense sensory stimuli, primary 
rewards and arbitrary stimuli classically 
conditioned by association with primary 
rewards evoke a stereotypical sensory 
response from DA neurons in many 
species2,36–38. This response comprises a 
characteristic short-latency (70–100 ms), 
short-duration (< 200 ms) burst of activity2 
(FIG. 1b). However, it is the capacity of phasic 
DA responses to change when experimental 
conditions are altered that has provoked 
the most interest2,9,24–26. First, the novelty 
response of DA neurons habituates rapidly 
when a sensory stimulus is repeated in the 
absence of behaviourally rewarding conse-
quences39. Second, a phasic DA response 
will emerge following the presentation of 
a neutral sensory stimulus that predicts a 
primary reward39. Under these conditions 
the DA responses to the predicted reward 
gradually diminish40. Third, when a pre-
dicted reward is omitted, a reliable depres-
sion in the spontaneous activity of the DA 
neurons occurs 70–100 ms after the time 
of expected reward delivery41. It is largely 
on the basis of these data that the reward 
prediction error hypothesis was originally 
formulated6,8,41.

More recently, additional supporting 
investigations have established that the 
phasic DA signal complies with the contigu-
ity, contingency and prediction error tenets 
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of contemporary learning theories9. A 
neutral stimulus that is presented contigu-
ously with primary reward acquires the 
ability to elicit a phasic DA response42. The 
contingency requirement specifies that 
DA neurons should discriminate between 
conditioned stimuli that predict reward, 
predict an absence of reward and neutral 
stimuli with no predictive value. Under 
certain conditions (see below) it is clear that 
DA neurons have this capacity27. In the pre-
diction error-defining blocking paradigm 
(that is, learning is blocked when a stimulus 
is paired with a fully predicted reward), DA 
neurons acquire responses to conditioned 
stimuli only when they are associated with 
an unpredicted reward21.

This body of evidence provides powerful 
support for the reward prediction error 
hypothesis. However, a fundamental aspect 
of this view is that phasic DA signals result 
from calculations based, in part, on the 
capacity of afferent sensory systems to 

provide an adequate assessment of the 
reward value of unpredicted events. Despite 
some seemingly supporting observations23,27, 
this is unlikely to be generally the case. Recent 
evidence from studies that have identified 
sources of short-latency sensory input to DA 
neurons4,5,43–46 indicates that, in real world 
conditions (and in the example of Thorndike’s 
cat), the reward value of unexpected events 
(for example, the pin being released) remains 
to be established at the time of phasic DA 
signalling. In the following sections, we 
review this evidence.

Pre-attentive sensory processing

There are three aspects of experimental data 
concerning phasic DA signalling that suggest 
it is conducted on the basis of pre-attentive/
pre-saccadic sensory processing. Such evi-
dence casts doubt on the general capacity of 
DA neurons to signal a parameter for which 
prior determination of the reward value of 
unpredicted sensory events is essential.

Stimulus diversity. It has already been noted 
that DA neurons exhibit strong phasic 
responses to unexpected sensory events 
that have no obvious appetitive reinforce-
ment consequences38,47, but are salient by 
virtue of their novelty, intensity or physical 
similarity to reward-related stimuli2. Studies 
in which neutral stimuli fail to elicit phasic 
DA responses23,27 generally ensure that such 
stimuli have been previously habituated, 
that is, they are no longer novel and have 
been learned previously to have no reward 
predictive value48.

Response homogeneity. The latency 
(70–100 ms following stimulus onset) 
and duration (100–200 ms) of phasic DA 
responses (FIG. 1b) are remarkably constant 
across species and many experimental 
paradigms, and are largely independent 
of the modality or perceptual complexity of 
eliciting events2. The stereotypical nature 
of the DA response creates problems for the 
reward prediction error hypothesis because 
it is obvious that the reward value of some 
stimuli takes longer to establish than others. 
For example, in Thorndike’s experiment the 
satisfaction of eating the fish, or even the 
realization that the fish can now be eaten, 
would probably occur several seconds after 
the DA response (see next point).

Response latency. FIGURE 1 illustrates how the 
phasic DA response (latency 70–100 ms)2 
normally precedes the gaze shift (latency 
150–200 ms)49,50 that brings an unpredicted 
sensory event onto the fovea for analysis by 
cortical visual systems51,52. So far, we know 
of no examples for which consistent post-
saccadic latencies for phasic DA responses 
(that is, > 200 ms) have been reported. 
Indeed, in circumstances in which reward 
prediction errors become apparent shortly 
after a gaze shift53, they are notably absent. 
To the extent that phasic DA responses 
remain pre-saccadic, they will incorporate 
only those perceptual characteristics that 
can be determined on the basis of the pre-
attentive afferent sensory processing that 
typically occurs prior to a foveating gaze 
shift. It is, therefore, of interest to know 
where such processing is conducted to 
determine whether the identified circuitry 
has the perceptual power required to dis-
criminate the wide range of sensory events 
in everyday life that signify reward.

Sources of afferent sensory signals

The cell bodies of midbrain DA neurons lie 
in the densely packed dorsal sector of the 
substantia nigra (pars compacta) and the 

Figure 1 | A latency constraint associated with visual input to dopaminergic neurons. Typical 

examples show the relative timing of responses evoked by unexpected visual stimuli in the superior 

colliculus, and in the dopaminergic (DA) neurons in the substantia nigra pars compacta and the 

substantia nigra pars reticulata. Peristimulus histograms showing nerve impulse frequencies from 

different publications are aligned on stimulus onset. a | Activity in the superior colliculus is character-

ized by an early sensory response (latency ~40 ms) followed by a later motor response (latency 

~200 ms). The latter is responsible for driving the orienting gaze shift to bring the stimulus onto the 

fovea49. b | The phasic DA response (latency ~70 ms)2 occurs after the collicular sensory response but 

prior to the pre-saccadic motor response. c | Phasic DA activity also occurs prior to the output signal 

from the substantia nigra pars reticulata that disinhibits the motor-related activity of target neurons 

in the superior colliculus50. Red arrows, excitatory connections; blue arrows, inhibitory connections. 

Panel a modified, with permission, from REF. 49 © (1987) American Physiological Society. Panel b 

modified, with permission, from REF. 2 © (1998) American Physiological Society. Panel c modified, 

with permission, from REF. 50 © (1983) American Physiological Society.
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more medially located ventral tegmental 
area. The principal targets of ascending DA 
projections include other basal ganglia nuclei 
(principally the striatum), various limbic 
structures (for example, the septal area and 
amygdala) and parts of the frontal cortex11. 
Until recently, and despite the enormous 
volume of biological data relating to DA 
systems11,12,14, little information was available 
concerning the sources of short-latency 
sensory inputs to midbrain DA neurons. 
Because most experiments analysing the 
sensory properties of DA neurons have 
used visual stimuli2,9, from this point we 
concentrate on probable visual afferents to 
the ventral midbrain. Note also that our use 
of the term ‘event’ refers exclusively to visual 
stimuli with a phasic onset, as again, to our 
knowledge, there are no reports indicating 
that perception of a salient static visual 
feature can elicit a phasic DA response.

Recent analyses of cortical visual 
processing (for reviews, see REFS 51,52) 
indicate that signals related to the identity 
of objects can be recorded in the infero-
temporal cortex ~80–100 ms after stimulus 
onset. By this time many of the DA neurons 
have already begun to fire2, and it is not 
obvious by which route relevant informa-
tion could be communicated rapidly 
from the temporal cortex to the ventral 
midbrain. Similarly, early visual responses 
in the striatum54 and subthalamic nucleus55 
generally occur at about the same time, or 
after phasic DA signalling. This excludes 
the possibility that intrinsic basal ganglia 
processing of reward-related stimuli could 
provide the requisite short-latency visual 
input to DA neurons.

By contrast, recent evidence from our 
laboratory suggests that a subcortical visual 
structure located in the dorsal midbrain, the 
superior colliculus, is the most likely source 
of early visual input to DA neurons4,5,43. First, 
as the superior colliculus receives direct 
input from retinal ganglion cells, its visual 
response latencies are always shorter than 
those of DA neurons2,4,49 (compare with 
FIGS 1a,b). Second, a previously unreported 
direct tectonigral projection connecting the 
deep layers of the superior colliculus to 
the substantia nigra pars compacta has been 
discovered in rats4 (FIG. 2a), cats46 and now 
monkeys56. Third, local, visually evoked 
potentials in the substantia nigra pars 
compacta can be recorded in the absence 
of the visual cortex, whereas subsequent 
removal of the visual layers of the superior 
colliculus blocks all visually evoked activity 
in the substantia nigra4. Fourth, in urethane 
anaesthetized rats, neurons in the deep 

layers of the colliculus, and DA neurons, 
are unresponsive to visual events. Visual sen-
sitivity can be restored to both collicular5,57 
and DA neurons5 by a local disinhibitory 
injection of a GABA (γ-aminobutyric acid) 
blocker into the superior colliculus (FIG. 2b). 
Comparable disinhibition of the visual 
cortex leaves DA neurons unresponsive to 
visual stimuli5. Finally, after application of 
the anaesthetic, injections of bicuculline 
into the superior colliculus can also restore a 
visually evoked phasic release of DA into the 
striatum5 (FIG. 2c). For these reasons, we have 
suggested that the superior colliculus is the 
primary, if not the exclusive, source of short-
latency visual input to ventral midbrain DA 
neurons4,5. If this conclusion is correct, the 
perceptual properties of early visual process-
ing conducted by the superior colliculus will 
be an important determinant of the visual 
information that can be made available to 
DA neurons.

Visual perception in the superior colliculus

Reviews of visual processing in the mamma-
lian superior colliculus agree that collicular 
neurons are exquisitely sensitive to spatially 
localized changes in luminance that signify 
appearance, disappearance or movement 
in the visual field58–61. They are, however, 
comparatively insensitive to static contrast, 
velocity, wavelength and the geometric 
configuration of visual stimuli58–61. Visual 
events, repeated in the absence of contiguous 
reward, cause deep layer neurons to habitu-
ate rapidly60,62,63, whereas associating such 
stimuli with reward can block or reverse 
habituation and enhance the visual responses 
of collicular neurons58,64. These properties 
imply that, if early sensory activity is present 
in the collicular deep layers, the event is 
likely to be biologically significant, either by 
virtue of its novelty or because it has been 
previously associated with reinforcing stimuli 
(that is, not habituated). So, to the extent that 
the colliculus has been configured to detect 
visual transients rather than static features, 
the short-latency sensitivity of DA neurons to 
visual stimuli could be similarly constrained.

With such considerations in mind, we 
should pause to consider how DA neurons 
seem able to perform the fine perceptual 
distinctions required to distinguish the 
complex visual stimuli that have been used 
to signal different reward magnitudes 
and probabilities22,23,27. Careful reading of 
procedure indicates that most relevant stud-
ies22–25,27,65 have chosen to present stimuli that 
predict different levels of reward at different 
spatial locations. For example, Tobler et al.23 
explain that “…to aid discrimination each 

Figure 2 | Evidence supporting the SC as the 
primary source of short-latency visual input to 
DA neurons in the SNc. a | Anatomy. A direct 

projection from the superior colliculus (SC) to 

substantia nigra pars compacta (SNc) was recently 

discovered4. An example of the tectonigral projec-

tion in rats revealed by an injection of an antero-

grade tracer (PHAL) into the rostrolateral deep 

layers of the superior colliculus is shown. b | Electro-

physiology. Visual responses of dopaminergic (DA) 

neurons depend on the visual sensitivity of the 

superior colliculus5. Urethane anaesthesia abol-

ishes sensitivity to a light flash both in the deep 

layers of the superior colliculus and in an electro-

physiologically characterized DA neuron (upper 

raster displays and peristimulus histograms). 

Response to the light was restored both to the col-

licular deep layers and the DA neurons by a local 

disinhibitory injection of a GABA (γ-aminobutyric 

acid) antagonist, bicuculline, into the superior col-

liculus (lower raster displays and peristimulus histo-

grams). c | Electrochemistry. After application of 

the anaesthetic, disinhibition of the superior col-

liculus by a local injection of bicuculline also 

restored flash-evoked release of DA into the stria-

tum, measured by fixed-potential amperometry5. 

SNr substantia nigra pars reticulata; STN, sub-

thalamic nucleus. Panels b and c modified, with 

permission, from REF. 5 © (2005) American 

Association for the Advancement of Science.
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stimulus was presented at a unique location 
on the computer monitor.” However, the 
appearance of visual stimuli at different 
spatial locations is exactly the parameter 
that could be readily distinguished in the 
spatial maps of the superior colliculus58–61. 
Therefore, the predictable association 
between spatial location and reward value 

of the stimuli used in these studies is likely 
to be crucial for DA neurons to signal 
differences in the reward value of temporally 
unpredicted events, without having to 
process information about fine detail.

So, how might we expect DA neurons 
to behave in the less constrained environ-
ments encountered in the natural world? 
Given that most temporally unexpected 
transient events in nature are also spatially 
unpredictable, it should be safe to assume 
that the predominant phasic activity of DA 
neurons in natural environments would 
report the occurrence of events that remain 
to be identified at the time of DA signalling 
(that is, prior to the gaze shift that brings 
the event onto the fovea for detailed analysis 
by cortical visual systems). In such circum-
stances, it is unlikely that pre-attentive 
subcortical visual processing would have the 
capacity to discriminate the full spectrum 
of rewarding events, particularly those for 
which colour and/or high-spatial frequency 
detail provide the clues to their identity. 
Perhaps it is time to entertain the possibility 
that phasic DA signals could be involved 
in a different computational process — 
one that has less stringent perceptual 
requirements.

An alternative functional hypothesis

Essential characteristics of DA signalling. 
When considering alternative functional 
possibilities for DA signalling, we shall 
take into consideration the following two 
characteristics of the phasic DA response. 
First, it has striking resemblances to a 
re inforcement error signal that represents 
the difference between the anticipated level 
of future reinforcement predicted imme-
diately prior to an action and the update of 
that prediction following delivery of a sen-
sory reinforcer2,6–10,41,66. Note our use of the 
term ‘reinforcement’ rather than ‘reward’67. 
Second, its timing is stereotypical and pre-
cise (~100 ms latency, ~100 ms duration)2 
(FIGS 1,2b,2c). Together, these characteristics 
suggest that the DA response is being used 
in a learning process in which the timing 
of reinforcement is crucial. A clue to the 
identity of this process could be obtained by 
asking what signals are likely to be present 
in the target regions of the ascending DA 
projections at the time of the phasic DA 
response — because it is with these signals 
that the precisely timed DA release will most 
readily interact. In view of the comparative 
availability of relevant information we will, 
from this point, confine our remarks specifi-
cally to afferent projections of the dorsal 
striatum (caudate/putamen).

Convergent signals. There are likely to be 
at least three classes of input to the dorsal 
striatum that would be in a position to 
interact with phasic DA release (FIG. 3). First, 
a separate short-latency sensory representa-
tion of the same unexpected event that 
triggered the DA signal, probably relayed via 
input from the thalamus68,69 (FIG. 3a). Second, 
contextual information related to the general 
sensory, metabolic and cognitive state of the 
animal26,70–72 (FIG. 3b). Information related to 
the animal’s current physical location could 
be particularly important. Third, motor 
information represented by efference copies 
or corollary discharges of action decisions 
and motor commands. Both anatomical and 
physiological data suggest that copies of 
motor commands from both cortical and 
subcortical sensorimotor structures to the 
brainstem/spinal cord are also directed 
to the dorsal striatum via branching col-
laterals68,73–77. These efference copy signals 
are likely to provide the striatum with a 
running record of current goals, actions 
and movements (FIG. 3c). It is important to 
appreciate that, while many of the sensory, 
contextual and motor signals will arrive via 
the well-established cortico-basal ganglia-
thalamocortical loops78,79, there seem to be 
similar loops connecting subcortical sensori-
motor structures with the basal ganglia68. 
Within these subcortical loops, sensory and 
motor input from brainstem structures can 
access the striatum via relays in the lateral 
posterior80, midline and intralaminar nuclei 
of the thalamus81–85 (FIG. 3). The latencies of 
visual activity recorded in the striatum 
(100–250 ms54,69) suggest that short-latency 
sensory-evoked (glutamatergic84) input from 
the thalamus86 is likely to be temporally 
coincident with the phasic DA input from 
the substantia nigra5,87,88.

The hypothesis. Our proposal is that the pha-
sic DA signal acts to reinforce the re selection 
(repetition) of actions/movements that 
immediately precede an unpredicted 
biologically salient event (as determined 
by the presence of short-latency activity in 
primary subcortical sensory structures such 
as the superior colliculus). Specifically, in 
every case in which something done by the 
animal/agent is the cause of an unexpected 
sensory event, a crucial conjunction of 
contextual and motor efference copy inputs 
to the dorsal striatum will directly precede 
the simultaneous arrival of the sensory 
(glutamatergic and DA) representations of 
the unpredicted event (FIG. 4a). The proposed 
temporal alignment of these signals could 
provide a basis for learning, first, whether 

Figure 3 | Potentially converging inputs to the 
dorsal striatum. a | Phasic sensory inputs. Two 

separate, short-latency representations of unpre-

dicted visual events are likely to converge on 

striatal circuitry: retino-tecto-thalamo-striatal 

projections will provide a phasic sensory-related 

glutamatergic input (red arrows)68; and retino-

tecto-nigro-striatal projections will provide a 

phasic dopaminergic input (yellow arrows)4,5. 

b | Contextual inputs. Striatal neurons are 

sensitive to experimental context26,70–72. Multi-

dimensional contextual afferents are likely to 

originate in the cerebral cortex, limbic structures 

such as the hippocampus and amygdala and the 

thalamus (blue arrows). c | Motor copy inputs. 
Branched pathways from the motor cortex and 

subcortical sensorimotor structures (for example, 

the superior colliculus) reach the striatum directly 

(cortex) or indirectly via the thalamus (subcortical 

structures). Motor-related projections are likely 

to provide the striatum with a running, multi-

dimensional record (motor efference copy) of 

commands relating to ongoing goals/actions/

movements (green arrows)68,73–77.
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any aspect of the animal’s current behaviour 
was the probable cause of the event and, if 
so, exactly what combination of context, 
action and movement was crucial. This 
form of learning could provide the animal 
with the capacity to distinguish events in the 
world for which it is responsible from those 
produced by an external source, and could 
lead to the development of entirely novel and 
adaptive responses (BOX 1). We now consider 
aspects of this hypothesis in more detail.

Biasing action selection. We propose that in 
cases for which unpredicted sensory events 
are non-noxious (that is, novel or previously 
associated with reward), the well-character-
ized positive DA signal2 could, through 
Hebbian-like learning rules89,90, reinforce the 
repetition of immediately preceding actions 
in immediately preceding circumstances 
(FIG. 4c). Insofar as the basal ganglia is con-
sidered to have a central role in action selec-
tion76,91–96, sensory-evoked DA signals could 
be in a position to promote (reinforce) the 
reselection (repetition) of recently selected 
actions/movements.

Action identification. At the outset, the 
elicited sensory event is entirely unpredicted, 
so many aspects of the animal’s ongoing 
behaviour are likely to be directed towards 
entirely different tasks. For example, a 
confined rat may initially depress an operant 
lever as part of its attempts to escape from 
the conditioning chamber. Consequently, 
at the time of the unpredicted sensory event 
(arrival of a food pellet caused by the lever 

press), a possibly large set of immediately 
preceding, but largely irrelevant, contextual 
(restraint in the box), motivational (desire 
to escape) and motor-copy signals (reach-
ing for the edge of the box) are likely to be 
present in the striatum. Typically, embedded 
within this large set of inputs, only a small 
subset of signals (those related to placing a 
foot on the lever) will be causally related to 
the unpredicted sensory event (the arrival 
of food). Discovering precisely which action 
components, and in which circumstances, 
are responsible for such events is therefore 
a computationally difficult problem. So, for 

the crucial causative component of behav-
iour to be discovered, DA-evoked repetitions 
of preceding actions/movements must be 
sufficiently variable, which is normal97,98, 
and must have the component that causes 
the sensory event occurring sufficiently 
often. Given these conditions, the proposed 
DA-driven strengthening of contextual, 
motivational and motor representations 
when the sensory event is elicited (long-term 
potentiation89,90,99), coupled with a weaken-
ing of representations that are present when 
the DA signal fails to occur (long-term 
depression89,90,99), could permit successive 

Figure 4 | The relative timing of proposed inputs to the dorsal striatum 
could be crucial for determining the source of agency. a | Event caused by 

the individual. Whenever the subject is the cause of an unpredicted sen-

sory event, relevant components of the multidimensional contextual (blue) 

and motor efference copy (green) inputs will directly precede the near-

simultaneous short-latency glutamatergic (Glu) sensory input from the 

thalamus (red) and the phasic dopaminergic (DA) input from the substantia 

nigra (yellow). b | Event caused by an external source. When no relevant 

motor copy inputs precede the phasic sensory inputs (glutamatergic and 

DA), the unpredicted event is likely to have been caused by an external 

source. c | Reinforcement identifies causal conjunctions. The proposed 

function of positive phasic DA signals is to reinforce associations between 

directly preceding contextual and motor copy signals, thereby promoting 

the repetition of immediately preceding actions. 

Box 1 | The advantage of knowing who did it

Our proposal is that sensory-driven dopaminergic (DA) responses provide reinforcement signals 
that are necessary for the brain, first, to discriminate the unpredicted sensory events for which it is 
responsible, and second, to discover exactly what new responses are required to make these events 
happen, irrespective of their immediate reward value; for example, finding out during the day that a 
particular switch, operated in a particular way, turns on a light could be useful when it gets dark. 
This simple example highlights some general competencies that would have important adaptive 
properties. It suggests that the brain should acquire action–outcome routines in circumstances in 
which the outcome has no immediate benefit. The motivation to learn such associations seems to be 
intrinsic, that is, done for its own sake; the play exhibited by young animals and children can be 
viewed in this way. In addition, the acquired action–outcome routine can be stored in the form of a 
reusable skill that can be deployed in a novel manner, or novel context as circumstances change. 
Experimental evidence is available to support these ideas. First, it has been shown that stimuli that 
are normally considered to be neutral have intrinsically reinforcing properties in an instrumental 
discrimination task124. Second, the acquired action of pressing a lever to elicit a neutral light stimulus 
can be used to effect when the light is subsequently classically conditioned with food in the absence 
of the lever, and then the lever returned125. Finally, the advantage of being able to deploy previously 
acquired behavioural ‘options’ in the subsequent learning of goal-directed actions has been 
demonstrated computationally117. It is our contention that the phasic DA response provides a signal, 
independent of normal goal-directed reward systems (food, drink, temperature, sex, and so on), 
that reinforces acquisition of the behavioural ‘building blocks’ necessary for novel sequences of 
autonomous goal-directed action to be generated.
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selections by the basal ganglia network to 
converge on the precise combination of con-
text, motivation and movements responsible 
for causing the event. Such a combination 
would represent the emergence of an 
entirely new action or response on which the 
traditional mechanisms of reinforcement 
learning could then operate.

Associative learning outside basal ganglia. 
The proposed mechanisms for DA-driven 
biasing of action selection probabilities 
should mean that post-gaze-shift perceptual 
analysis of the unpredicted event (out-
come), plus the motor representations that 
produced it, will appear more frequently in 
neural systems external to the basal ganglia. 
These are likely to include the amygdala100, 
hippocampus101 and limbic cortex102–105. It 
is in the circuitry of these structures that 
the long-term associations between action 
and outcome are probably established and 
stored (BOX 1). We further suggest that, as 
the behavioural components that elicit the 
initially unpredicted outcome are gradu-
ally identified, they become subject to the 
normal processes of reinforcement learning. 
That is, post-gaze-shift representations of 
the ‘economic value’ of outcomes106 can 
be used to bias future action selections so 
that actions with high-value outcomes are 
selected more frequently.

Externally caused events. In cases for which 
an unpredicted biologically salient event is 
caused by an external source (for example, 
when the delivery of a food pellet or onset 
of a light stimulus is determined by the 
experimenter rather than by the animal), 
afferent sensory inputs to the striatum 
(glutamatergic and DA) would arrive in the 
absence of any relevant preceding motor 
efference copy signals (FIG. 4b). Repetition 
of any ‘superstitious’ action that happened, 
by chance, to be present at this time would 
fail to evoke the sensory event. Presumably, 
one of the reasons that all short-latency 
signals associated with non-habituated 
events, including the phasic DA responses, 
are relayed to the striatum is to determine 
whether or not they could have been caused 
by an action of the agent.

Noxious events. From the perspective 
of survival, whenever some aspect of an 
animal’s behaviour causes an unpredicted 
noxious or disadvantageous event, differ-
ent processes would have to be invoked. 
In such cases, the evolutionary imperative 
would be to immediately terminate and 
then suppress any tendency to repeat 

immediately preceding actions, and avoid 
the context(s) in which they occurred. It 
is therefore significant that recent reports 
indicate that noxious stimuli elicit a short-
latency (< 100 ms) phasic suppression of 
DA activity that lasts at least for the dura-
tion of the noxious event45,107 (FIG. 5). It is 
possible that this negative DA signal could 
act to reduce the likelihood of reselect-
ing the contexts and actions associated 
with the unpredicted detrimental event. 
Presumably, the discrimination of noxious 
events by DA neurons is possible because 
the somatosensory system contains 
specialized, high-threshold nociceptors. 
The output of these nociceptors seems to 
be wired relatively directly to DA neurons, 
through relays in the spinal cord and the 
parabrachial nucleus44,108, where it has a 
predominantly inhibitory effect. In the eye, 
there are no comparable reward detectors. 
Indeed, central to our argument is that 
even in the superior colliculus there are 
no specialized reward discriminators, only 
discriminators of the different levels of 
habituation associated with phasic sensory 
events. Consequently, there is a necessary 
asymmetry between the comparative 
inability of pre-attentive visual processing 
to discriminate reward-related stimuli and 
specialized nociceptive processing that is 
designed to detect the occurrence of events 
that are noxious.

An imperative for short-latency reinforce-
ment. The first part of the current article 
draws attention to the anomaly of having 
the brain’s principal system for signalling 
reward prediction errors6,7,9 reliant on com-
paratively primitive, pre-attentive sensory 
processing — that is, processing that seems 
to be exquisitely sensitive to some stimuli 
(transient events that appear, disappear 
or move) and comparatively insensitive 
to others (static features involving high 
spatial frequencies and colour)4,5,43,58,59,61. 
However, if rather than directly reinforcing 
actions that maximize future rewards7,9, 
phasic DA responses guide the behavioural 
selections that can lead to the development 
of new actions, a possible reason for their 
stereotypical short latencies and duration 
becomes evident (FIG. 6). Unpredicted 
novel, rewarding or aversive (that is, 
non-habituated) stimuli commonly evoke 
orienting and/or defensive responses58–61,109. 
Such responses typically comprise variable 
combinations of eye, head and body move-
ments. Presumably, the efference copy of 
such movements would be relayed to the 
striatum as part of the ‘running copy’ of 

Figure 5 | Response of dopaminergic neurons 
to noxious stimuli. a | Spontaneous activity of 

an electrophysiologically and histochemically 

identified dopaminergic (DA) neuron is sup-

pressed for the duration of a noxious foot-

pinch107. b | A peristimulus histogram and raster 

plot of an electrophysiologically characterized 

DA neuron showing a similar suppressive 

response to a noxious footshock (dashed red 

line)45. Note the banding in the histogram and 

raster plot reflects the regular 7–8 Hz firing of this 

cell when it begins to fire after the suppression. 

c | A schematic illustrating the probable timing of 

inputs to the striatum when an action of the 

subject causes an unpredicted noxious event. 

Relevant causative components of context and 

motor copy directly precede the unpredicted 

noxious event. The observed short-latency nega-

tive DA reinforcement signal (panels a and b) 

could negatively reinforce future conjunctions of 

context and motor copy, thereby reducing the 

tendency to repeat any immediately preceding 

behaviour. Panel a modified, with permission, 

from REF. 107 © (2004) American Association for 

the Advancement of Science.
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ongoing behaviour. The provision of DA 
reinforcement signals before any move-
ments evoked by the unpredicted event 
would ensure the reselection or suppression 
of actions most likely to have caused the 
unpredicted sensory event. In other words, 
the maximal positive/negative reinforcing 
effect of DA would be directed to imme-
diately contiguous motor efference copy 
(FIG. 6). This analysis would also explain why 
delaying the sensory event (reinforcement 
in the case of operant conditioning) by 
more than a second or so has such a detri-
mental effect on the rate of learning9,110,111 
— the likelihood of efference copy input to 
the striatum becoming contaminated with 
irrelevant actions (that would be reinforced 
by the sensory-evoked DA response) will 
increase as a function of the delay.

Implications

Here, we have proposed that the reinforcing 
function of the phasic DA response has more 
to do with the discovery of new actions than 
adjusting the relative probabilities of selecting 
pre-existing actions to maximize anticipated 
rewards2,6–10. The roots of our idea lie in con-
siderations of basal ganglia circuitry and sig-
nal timing. Throughout, we have contrasted 
the functional implications drawn from this 
biologically inspired perspective with those 
originating from computational and behav-
ioural analyses of reinforcement learning. As 

a different perspective of DA function, the 
present proposal might offer novel insights 
into some aspects of the complex relationship 
between DA neurotransmission and instru-
mental conditioning paradigms (for contrast-
ing reviews, see REFS 16–18). For example, 
the reinforcing role of DA in the processes 
of action identification can be viewed as an 
essential subcomponent of action–outcome 
learning, which itself is an essential sub-
component of instrumental conditioning110. 
This analysis is consistent with repeated 
demonstrations that close contiguity between 
action and event is a crucial variable in learn-
ing action–outcome contingences9,110,111 (see 
above) and in the reliance of instrumental 
conditioning on intact dopaminergic and 
basal ganglia functioning16–18,112.

However, a necessary implication of our 
current hypothesis is that the reward-related 
teaching signals (the ‘real’ reward predic-
tion errors) that drive Law-of-Effect-based 
instrumental conditioning1, and are most 
likely based on post-gaze-shift evaluations 
of behavioural consequence, must derive 
from sources other than the pre-saccadic DA 
response47,113. There are plausible alternatives, 
as longer latency neural responses related 
to the reward value of sensory stimuli have 
been detected in several brain regions102, 
including the amygdala100 and limbic pre-
frontal cortex114, both of which have strong 
projections to the basal ganglia79,115,116.

At present, many strands of empirical 
evidence can be found to support individual 
components of the proposed network of 
functionally differentiated inputs to the 
striatum. However, as with most systems-level 
hypotheses, much work will be needed to 
test whether they all work together in the 
prescribed manner. For example, a crucial 
evaluation will be to determine whether novel 
actions fail to develop in the absence of short-
latency phasic DA signalling. A second issue 
will be to determine how converging, func-
tionally designated signals interact at the level 
of individual striatal neurons69,89,90. At a higher 
level of description, it will also be important 
to identify neuronal circuits external to the 
basal ganglia that receive the successive 
approxi mations of event-related actions/
movements and value-based, post-saccadic 
perceptual analyses of sensory events100,102–105. 
For it is in these structures that a ‘library’ of 
action–outcome routines will most likely be 
assembled117 and made available to generate 
novel sequences of adaptive behaviour (BOX 1).

Finally, the present framework might also 
provide novel insights about mechanisms 
that underlie some of the behavioural effects 
of abnormal DA transmission. For example, 
high levels of DA activity in animals and 
humans promote the tendency to repeat 
chunks of behaviour without apparent 
purpose — for example, pharmacologically 
induced behavioural stereotypies118,119. With 
the proposed role of DA to promote the 
repetition of immediately preceding actions/
movements, one might predict that tonically 
high levels of DA transmission could induce 
the purposeless repetition of actions/move-
ments that are the cause of or correlate with 
discrete sensory outcomes. More specula-
tively, a common feature of schizophrenia 
is a disturbed ‘sense of agency’120,121. To the 
extent that this disease is associated with 
abnormal DA transmission122, it is possible 
that ‘sense of agency’ disturbances could 
result from the malfunctioning of processes 
in the basal ganglia that could identify con-
sequences in the world for which the patient 
feels responsible. At this time it seems more 
likely that such disturbances would involve 
the mesolimbic and mesocortical DA pro-
jections from the ventral tegmental area, 
the targets of which serve a wide range of 
cognitive functions123.
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Figure 6 | A possible explanation for why the phasic dopaminergic reinforcement signal pre-
cedes any motor activity elicited by an unpredicted salient sensory event. For simplicity, only 

the case for a non-noxious event is illustrated; however, exactly the same rationale applies to negative 

dopaminergic (DA) responses and defensive reactions elicited by noxious events. The schematic illus-

trates the approximate timing of hypothesized inputs to the striatum when a particular action (relevant 

action), occurring in a specific context (relevant context), causes an unpredicted sensory event. Input 

from the thalamus indicating event onset (EO) and the short-latency phasic DA response occur prior to 

the orienting gaze shift evoked by the sensory event. The figure illustrates how efference copy signals 

associated with the gaze shift elicited by the unpredicted event would contaminate the contingency 

record of potentially causative actions. If the phasic DA response reinforces the repetition of immedi-

ately preceding actions/movements, a serious credit assignment problem would result if the reinforce-

ment signal was delayed until after the gaze shift when the reward value of the caused event is fully 

appreciated — behaviour associated with the gaze shift would receive maximum reinforcement (solid 

line), rather than the relevant action (dotted line). 
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