Chapter 9 – See book’s CD

Multiprocessors and Clusters

· Building an extremely high performance uniprocessor is very expensive.

· Why not create powerful computers by connecting many microprocessors together?

· Using multiple microprocessors appears to be a cost effective solution.

· Such systems are referred to as: 

· Multiprocessor - parallel processors with a single shared address space.

· Cluster – A set of microcomputers connected over a local area network.

· Work well for handling independent tasks.

· Parallel processors may be built using multiple microprocessors or clusters of microcomputers.

How do parallel processors share data?

· Shared memory locations.

· Used by multiprocessors with a single address space (shared memory processors).

· All processors are capable of accessing any memory location via loads and stores.

· Processors can communicate through variables in memory.

· Synchronization is used to coordinate operations.

· Two types of shared address space processors.

· Same amount of time for any processor to access any memory location. Called uniform memory access (UMA) or symmetric multiprocessors (SMP).

· Some memory accesses are faster than others. Called non-uniform memory access (NUMA).

· Message passing.

· Used by processors with only private memory. For example clusters of desktop computers.

· Communicate by sending messages over a local area network.

· Synchronization is achieved by the sending and receiving of messages.

There are two main methods for connecting multiprocessors.

· Single bus.

· Network.
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Problems with parallel processing

· Limited applications that require many processors.

· Improvement such as superscalar and out-of-order execution reduces need for multiprocessors.

· Overhead.

· Existing program must be rewritten.

· Programming difficulty.

· Cost – limited number of systems.

· Amdahl’s law.

Recall

Execution time affected by improvement/amount of improvement + Execution time unaffected.

Part of any application is not subject to parallel operations and cannot be improved.

However, this is counteracted by applications changing so that the part that is subject to parallel operations may increase.

See example on pages 9-9, 9-10.
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9.3 Multiprocessors connected by a single bus. 

Practical with microprocessors.
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FIGURE 9.3.1 A single-bus multiprocessor. Typical size is between 2 and 32 processor:





Parallel Program (Single Bus) Example

Sum 100,000 numbers on a single-bus multiprocessor with 100 processors.

1. Distribute the numbers evenly between processors P0 to P99.

2. Each processor executes the same program, but with a different Pn. 0 ( Pn ( 99.
sum[Pn] = 0;

for (i = 1000*Pn; i < 1000*(Pn+1); i = i + 1)

sum[Pn] = sum[Pn] + A[i]; /* sum the assigned areas*/
3. Now add the partial sums. Half the processors add pairs of partial sums. Then ¼ of the processors add pairs, etc. till we have the final sum. Note the each processor has its own private “I”.
half = 100; /* 100 processors in multiprocessor*/
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FIGURE 9.1.4 Options in communication style and physical connec
tion for multiprocessors as the number of processors varies. Note
that the shared address space is divided into uniform memory access (UMA)

and nonuniform memory access (NUMA) machines.



repeat

synch(); /* wait for partial sum completion*/

if (half%2 != 0 && Pn == 0)

sum[0] = sum[0] + sum[half-1];

/* Conditional sum needed when half is

odd; Processor0 gets missing element */

half = half/2; /* dividing line on who sums */

if (Pn < half) sum[Pn] = sum[Pn] + sum[Pn+half];

until (half == 1); /* exit with final sum in Sum[0] */
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· Cache coherency must be maintained in multiprocessor system.

· Multiple copies are not a problem when reading.

· But suppose a processor writes to an address that is in other caches.

· Snooping circuit in each cache controller monitors bus. A write to shared data must either invalidate or update that data in all cache memories.

· Duplicate tag bits are used for snooping so that the snooping does not interfere with the processor.

· Write back and write invalidate is used to reduce bus traffic.
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Inter processor communication is achieved by passing message between processors on the network.

Parallel Program (Message Passing) Example

Sum 100,000 numbers on a network connected multiprocessor with 100 processors.

1. Since this compute has multiple address spaces, distribute the 100 subsets to the processors local memories.
2. Let each processor sum its subset.

sum = 0;

for (i = 0; i<1000; i = i + 1) /* loop over each array */

sum = sum + A1[i]; /* sum the local arrays */

3. Each partial sum is in a different execution unit (processor); therefore, we must use network message passing to send and receive partial sums.
limit = 100; half = 100;/* 100 processors */

repeat

half = (half+1)/2; /* send vs. receive dividing line*/

if (Pn >= half && Pn < limit) send(Pn - half, sum);

if (Pn < (limit/2)) sum = sum + receive();

limit = half; /* upper limit of senders */

until (half == 1); /* exit with final sum */
Example using six processors to sum 6 X 3 items, a(0)-a(17).
[image: image7.emf]
Addressing in Large-Scale Processors

· Most commercial large-scale processors use memory that is distributed.

· Very difficult and expensive to build a shared memory machine that can scale up to scores of processors and scores of memory modules.

· Send and Receive is used for communication.

· A shared memory machine can use load and stores for communication.
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Network Topologies.
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In a symmetric network, all the ports are topologically equivalent. In other words, the
per-port bandwidth is independent of the port location in a symmetric network. Otherwise,
we have an asymmetric network. The per-port bandwidth for an asymmetric network 1is
defined as the minimum of all per-port bandwidths.

Aggregate Bandwidth The aggregate bandwidth of a given network is defined as the
maximum number of bits (or bytes) that can be transmitted from one half of the nodes to
another half of the nodes per second. For example, the HPS is a symmetric network
consisting of » nodes (ports), where » has an upper bound of 512.

With a per-port bandwidth of 40 MB/s. The aggregated bandwidth of a 512-node
HPS is calculated as: (40 x 512) / 2 = 10.24 GB/s. The division by 2 is attributed to the
fact that bidirectional traffic should be counted only once.

Bisection Bandwidth The aggregate bandwidth is also related to a topological term,
called bisection bandwidth. This is defined as the maximum number of bits (or bytes) per
second crossing all the wires on the bisection plane dividing the network into two equal
halves. |

Let b be the number of links crossing the bisection plane and w be the number of
wires per link (called the link width or channel width). The product bw is called bisection
width, representing the total number of wires crossing the bisection plane. If each wire
transmits » b/s, the bisection bandwidth is defined as B = bwr b/s. The time to move M B
across a network has as a lower bound the ratio M/B.

In general, the network bandwidth is sensitive to the network topology, the channel
width, the network size (or the port number), the channel number, the switch degree, and
network clock rate. Only hardware architecture affects the network bandwidth, which is
independent of program behavior and traffic patterns. This is also true for network latency.
The communication latency is affected by both machine and program behaviors.

6.2 Network Topologies and Properties

Basic network properties are revealed along with their architectural implications.
Before examining network topology, we define parameters often used to estimate the
complexity, communication efficiency, and cost of a network.

6.2.1 Topological and Functional Properties

Basically, an interconnection network is represented by a directed or an undirected
graph of a finite number of nodes linked by edges. A node could be a switch, or a host, or
a device. An edge may refer to a link or channel. The number of nodes in the graph corre-
sponds to the network size.
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Node Degree The number of edges (links or channels) incident on a node is called the
node degree d. In case of unidirectional channels, the number of channels into a node is
the in degree, and that out of a node is the out degree. The node degree is the sum of the
two. It reflects the number of I/O ports required per node, and thus the cost of a node. The
node degree should be kept as small as possible, to reduce the implied cost.

Network Diameter The diameter D of a network is the maximum path between any two
nodes. The path length is measured by the number of links traversed. The network
diameter indicates the maximum number of distinct hops between any two nodes, thus
providing a simple figure to estimate the communication delay on a data network.

Blocking versus Nonblocking Networks Message passing in a network can be designed
to be blocking or nonblocking.

A blocking network allows a message to be buffered for later transmission in case of
channel conflicts among multiple messages. Therefore, blocking networks and buffered
networks are used interchangeably.

In a nonblocking network, no buffers are used. Alternate paths are used to resolve
conflicts among messages. Most nonblocking networks use switches to route messages.

Synchronous versus Asynchronous Networks In a synchronous network, both the
sender and receiver must be synchronized in time and space. This is similar to a telephone
network requiring synchronization between caller and callee. Most synchronous networks
do use buffers and thus are blocking networks.

Asynchronous networks do not use buffers and are nonblocking in nature. No
synchronization of sender and receiver is needed in an asynchronous network. This is
similar to the postal delivery network. Some communication networks are built to support
both synchronous and asynchronous communications.

Functionality and Complexity - Functionality refers to special features or mechanisms
built inside a network to support packet routing, interrupt handling, fast synchronization,
message combining, data coherence, switch conflicts, channel conflicts, flow control, fault
tolerance, lost packet handling, data prefetching, latency tolerance, bandwidth
management, etc.

The complexity affects the network construction cost. Complexity is often deter-
mined by ports, cables, switches, buffers, connectors, arbitrators, and interface logic
required in a network construction. The control circuitry, buffer memory, and power
supply are also part of the network complexity.

Symmetry and Scalability We call a network symmetric if the topology looks the same
from any node in the network. Otherwise, the network is called asymmetric. Symmetric
networks are easier to lay out on a VLSI circuit or on a PC board. It is also easier to route
messages in a symmetric communication network.
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Figure 6.8  Six network topologies with increasing node degree and
connectivity from a linear array to a ring, two chordal
rings, a barrel shifter, and a completely connected graph.
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Linear Array This is the simplest network in which N nodes are connected by N —
links forming a single cascade [Fig. 6.8(a)]. Internal nodes have degree 2. The diameter is
N-1, which is rather long for a large N. The bisection width b = 1.The structure is not
symmetric and poses a communication inefficiency when N becomes very large.

For the degenerate case of N = 2, it is rather economical to implement a linear array.
As N increases, another topology may be better. It should be noted that a linear array is
very different from a bus, which is timeshared through switching among many nodes
attached to it. A linear array allows concurrent use of different sections (links) of the
cascade by different users.

Ring A ring is obtained by connecting the two terminal nodes of a linear array with one
more link to form a closed loop [Fig. 6.8(b)]. A ring can be unidirectional or bidirectional.
It is symmetric with a constant node degree of 2. The diameter equals N/2 for a bidirec-
tional ring, and NV - 1 for a unidirectional ring.The IBM Token Ring has this topology, in
which messages circulate along the ring until they reach the destination with a matching

token.

Chordal Ring By increasing the node degree from 2 to 3 or to 4, we obtain two chordal
rings shown in Fig. 6.8(c) and Fig. 6.8(d), respectively. One and two extra links are added
to produce these two chordal rings, respectively. In general, the more links added, the
higher the node degree and the shorter the network diameter. Chordal rings with higher
node degree require a lot of more links to implement.

Comparing the 16-node ring with the two chordal rings, we see the network diameter
drops from 8 to 5 and to 3, respectively. In the extreme, a completely connected network in
Fig. 6.8(f) has the highest node degree of N - 1 with the shortest possible diameter of 1.
The tradeoffs between node degree and network diameter affect the cost/performance
ratio, as well as the scalability and fault tolerance of a given interconnection network.

Barrel Shifter As shown in Fig. 6.8(¢e), the barrel shifter is modified from the ring by
adding extra links from each node to distance nodes with integer power of 2 hops away.
This implies that node i is connected to node j if |[j —i| =2" forsomer=0, 1,2, ..., n—1

and the network size is N = 2". Such a barrel shifter has a node degree of d=2n—-1 and a
diameter D = n/2.

Obviously, the connectivity in the barrel shifter is increased over that of any chordal
ring of lower node degree. For N = 16, the node degree is 7 and a diameter of 2. All the
topologies presented have lower complexity than that of a completely connected network,
which is used only if the network size is rather small.

Tree A binary tree of 7 nodes in three levels is shown in Fig. 6.9(a). The node degree of
a binary tree is 3. A k-level binary tree has N = 2%~ 1 nodes. A binary tree can be extended
to a multiway tree with more than two offsprings per node. In general, an m-way tree has ¥
= m" - 1 nodes. Each nonleaf (parent) node may have up to m child nodes.
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Linear Array This is the simplest network in which N nodes are connected by N —
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symmetric and poses a communication inefficiency when N becomes very large.

For the degenerate case of N = 2, it is rather economical to implement a linear array.
As N increases, another topology may be better. It should be noted that a linear array is
very different from a bus, which is timeshared through switching among many nodes
attached to it. A linear array allows concurrent use of different sections (links) of the
cascade by different users.

Ring A ring is obtained by connecting the two terminal nodes of a linear array with one
more link to form a closed loop [Fig. 6.8(b)]. A ring can be unidirectional or bidirectional.
It is symmetric with a constant node degree of 2. The diameter equals N/2 for a bidirec-
tional ring, and NV - 1 for a unidirectional ring.The IBM Token Ring has this topology, in
which messages circulate along the ring until they reach the destination with a matching

token.

Chordal Ring By increasing the node degree from 2 to 3 or to 4, we obtain two chordal
rings shown in Fig. 6.8(c) and Fig. 6.8(d), respectively. One and two extra links are added
to produce these two chordal rings, respectively. In general, the more links added, the
higher the node degree and the shorter the network diameter. Chordal rings with higher
node degree require a lot of more links to implement.

Comparing the 16-node ring with the two chordal rings, we see the network diameter
drops from 8 to 5 and to 3, respectively. In the extreme, a completely connected network in
Fig. 6.8(f) has the highest node degree of N - 1 with the shortest possible diameter of 1.
The tradeoffs between node degree and network diameter affect the cost/performance
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and the network size is N = 2". Such a barrel shifter has a node degree of d=2n—-1 and a
diameter D = n/2.

Obviously, the connectivity in the barrel shifter is increased over that of any chordal
ring of lower node degree. For N = 16, the node degree is 7 and a diameter of 2. All the
topologies presented have lower complexity than that of a completely connected network,
which is used only if the network size is rather small.

Tree A binary tree of 7 nodes in three levels is shown in Fig. 6.9(a). The node degree of
a binary tree is 3. A k-level binary tree has N = 2%~ 1 nodes. A binary tree can be extended
to a multiway tree with more than two offsprings per node. In general, an m-way tree has ¥
= m" - 1 nodes. Each nonleaf (parent) node may have up to m child nodes.
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