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Abstract—This paper proposes the multicolumn RBF network (MCRN) as a method to improve the accuracy and speed of a traditional radial basis function network (RBFN). The RBFN, as a fully connected artificial neural network (ANN), suffers from costly kernel inner-product calculations due to the use of many instances as the centers of hidden units. This issue is not critical for small datasets, as adding more hidden units will not burden the computation time. However, for larger datasets, the RBFN requires many hidden units with several kernel computations to generalize the problem. The MCRN mechanism is constructed based on dividing a dataset into smaller subsets using the k-d tree algorithm. N resultant subsets are considered as separate training datasets to train N individual RBFNs. Those small RBFNs are stacked in parallel and bulged into the MCRN structure during testing. The MCRN is considered as a well-developed and easy-to-use parallel structure, because each individual ANN has been trained on its own subsets and is completely separate from the other ANNs. This parallelized structure reduces the testing time compared with that of a single but larger RBFN, which cannot be easily parallelized due to its fully connected structure. Small informative subsets provide the MCRN with a regional experience to specify the problem instead of generalizing it. The MCRN has been tested on many benchmark datasets and has shown better accuracy and great improvements in training and testing times compared with a single RBFN. The MCRN also shows good results compared with those of some machine learning techniques, such as the support vector machine and KNN.

Index Terms—Deep neural network, k-d tree, k-nearest neighbors (KNNs), kernel, radial basis function networks (RBFNs).

I. INTRODUCTION

While the radial basis function network (RBFN) shows good performance for many complex problems in classification, it still suffers from an excessive amount of computations and slow convergence, particularly for large datasets [1]. Selecting the best centers for Gaussian hidden units will be more difficult and time-consuming due to kernel inner products. Yu et al. [2] suggested the incremental selection of hidden units through their error correction (ErrCor) algorithm as a way to reduce the computation time. ErrCor is a good method of selecting the most violating input vector as a new hidden unit center incrementally until convergence. This method has a fast and good start when designing an RBFN, but the process is delayed exponentially when the number of selected hidden units is increased.

This paper presents the multicolumn RBF network (MCRN) as a method to improve the accuracy and timing results of the RBFN using a multicolumn deep technique. Small pretrained RBFNs are deployed in a parallel structure. Those RBFNs are pretrained on portions of a dataset individually. During testing, a small number of individual artificial neural networks (ANNs) are selected using the k-nearest neighbors (KNNs) technique. Only the selected ANNs contribute to an averaged output. The MCRN has shorter training and testing time requirements compared with those of the RBFN and shows improved accuracy compared with the RBFN, support vector machine (SVM), and KNN.

Although the ErrCor algorithm [2] shows good results in speeding up the training convergence of the RBFN compared with other training algorithms, an excessive amount of computations are required. The ErrCor continuously inserts one hidden unit into the hidden layer each time until convergence while using the entire dataset in each step of the training phase to calculate the root mean square error (RMSE). The violated vector is chosen as the new hidden unit center and is removed from the training dataset. Inner product calculations become more difficult for the next round of selecting a new violated vector due to the increased number of hidden units. The process is initially fast and efficient, but the training time increases exponentially as the number of hidden units increases. In contrast, ErrCor shows good performance compared with other fast algorithms with respect to testing time. This superior performance is obvious for the RBFN, because selecting the most violating input vectors as hidden units gives the ANN a wide distribution to generalize the solution instead of randomly selecting hidden units. Moreover, ErrCor guarantees fewer hidden units by intelligently selecting important Gaussian centers. Having fewer units decreases the inner-kernel products and thus decreases the testing time. However, the ErrCor structure is difficult to deploy in a parallel environment. However, parallelism, if it could be applied, the system performance would improve dramatically. Our approach solves the critical problem of delays, primarily through the use of a parallel structure to increase the training and testing speed and improve the accuracy. It also decreases the use of hidden units at each RBFN by decreasing the number of training dataset instances. This will decrease the inner products as well.

Using a parallel-structured ANN as a deep technique shows superior results compared with the traditional ANN [3], [4]. The use of a smaller subset of data speeds up the process of selecting hidden units and decreases the number of hidden
units. While this superiority is true during training, this technique is more feasible during the testing. Fewer computations and a parallelized structure speeds up the entire process [5]. Each individual ANN can be considered as a specialist ANN for any input vector that belongs to its subset. The results are considerably more accurate when regional training is performed.

This paper is novel in that the MCRN introduces a solution to RBFN processing delays and large computational problems by: 1) using a well-developed and easy-to-use parallel structure and 2) using fewer hidden units per ANN and less dataset instances to train ANNs. The MCRN divides the entire dataset into small but informative subsets individually. The MCRN uses those subsets to train $N$ individual ANNs. Those individual ANNs are stacked in parallel. They consider test instances that are under their responsibility, i.e., instances under their subset space. The MCRN is considered an ideal way to transition from a single-structured learning to a deep and parallel learning mechanism due to the separation of individual ANNs. The MCRN consists of three consecutive stages: the input subset selector, $N$–individual ANNs, and the output combiner. During testing, when a new instance is presented, the input subset selector box calculates the KNNs to that input. Each $k$ neighbor belongs to a subset of the entire dataset, which is used to train individual ANNs. Only those $k$ ANNs are executed. The output combiner averages their results to obtain the single elected output.

The remainder of this paper is organized as follows. The relevant studies are discussed in Section II. Section III presents the proposed deep kernel neural network in detail. Section IV presents and discusses the experimental results of the proposed methods. The conclusion of this paper is presented in Section V.

II. RELEVANT STUDIES ON THE RBFN AND DEEP NEURAL NETWORKS

Due to the good performance exhibited by the RBFN and the greater problem solving involved with deep ANNs, researchers have attempted to enhance the RBFN and find different ways to apply it to deep learning.

A. RBFNs With Hidden Layer Kernels

Many researchers have shown that the RBFN can yield good results compared with other ANN techniques. They manipulated the RBFN in different ways to improve its performance. Their works were based on modifying the parameters of hidden units’ radial basis functions, such as the centers or width, or even suggesting different Gaussian functions. Some other researchers focused on keeping parameters unchanged while speeding up the training process by finding ways to minimize the number of hidden units, which means minimizing the inner kernel products.

Kaminski and Strumillo [1] worked on optimizing the computations for training the RBFN. They used standard Gram–Schmidt orthonormalization to calculate weights by transforming the RBF kernel functions into orthonormal functions. The method showed good accuracy compared with traditional RBFNs.

Panchapakesan et al. [6] studied the effect of moving centers of the RBFN and how to obtain smaller errors while fine-tuning the positions of the center. Bruzzone and Prieto [7] used a supervised technique for RBFN classifiers. Their technique considers the class memberships of training samples to select the centers and widths of the kernel functions associated with the hidden units of an RBFN. Mao and Huang [8] selected the hidden layer units of the RBFN based on the data structure preservation criterion, and Bors and Pitas [9] proposed what is the median radial basis function (MRBF) algorithm. The MRBF employs the marginal median for kernel location estimation and the median of the absolute deviations for scale parameter estimation.

Xie et al. [10] proposed an improved second-order algorithm (ISO) to train the RBFN. The ISO is used for adjusting centers, width, and weights. They updated the parameters of the RBF using the Levenberg–Marquardt algorithm.

Arif and Vela [11] noted the computational problem that arises in certain applications after training due to executing through a kernel of the size of the training set. Thus, they proposed a compact two-step extension procedure to resolve this issue. The extension exploits the universal approximation capabilities of generalized RBFNs to approximate and replace the projections onto the empirical kernel map used during execution.

Yu et al. [2] proposed an offline algorithm for incrementally constructing and training RBFN. In their work, the maximum violating vector from training instances is added as a new hidden unit to the RBFN structure at each iteration of the ErrCor algorithm. This vector, which represents the highest peak of the error surface, is eliminated from the training dataset. This process is repeated until convergence. The results demonstrate that the ErrCor algorithm can design a compact RBFN compared with other RBF algorithms.

Table I shows different ways of improving the results of the RBFN from different studies.

This paper uses the ErrCor algorithm suggested in [2] to train individual RBFNs by incrementally inserting a single hidden unit at a time and calculating the RMSE until the required tolerance is reached.

B. Deep Learning With ANN Techniques

Deep ANNs have been proven to be able to implement functions of higher complexity, which are able to address more difficult problems than shallow ANNs [12]. Szymanski and

<table>
<thead>
<tr>
<th>Modification method</th>
<th>Purpose</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using Gram-Schmidt orthonormalization</td>
<td>To optimize computations</td>
<td>[1]</td>
</tr>
<tr>
<td>Modifying RBF center and width.</td>
<td>To conduct hidden unit selection</td>
<td>[6]–[9]</td>
</tr>
<tr>
<td>Updating using LM algorithm</td>
<td>To improve centers’ position, width and weight</td>
<td>[10]</td>
</tr>
<tr>
<td>Incremental RBF training.</td>
<td>To decrease the number of hidden units</td>
<td>[2]</td>
</tr>
</tbody>
</table>
McCane [13] compared a shallow ANN architecture with a deep ANN architecture. They showed that depth is an effective encoder of repeating patterns in the data and that deep ANNs can generalize and perform better than shallow ANNs.

Different implementations have been suggested to define the word “deep” in the ANN world. Implementations are performed using different ANN structures and connection ideas. Some studies considered using the convolutional neural network (CNN). Many researchers used the deep belief ANN (DBN) based on the restricted Boltzmann machine (RBM), whereas some considered a deep ANN to be one large ANN with many hidden layers and/or many hidden units, and others used a multicolourum structure as their deep structure.

Krizhevsky et al. [14] trained a large deep CNN to classify high-resolution images. Shuiwang et al. [15] developed a 3-D CNN to recognize human actions in real-world environment videos.

In 2006, Hinton and Salakhutdinov [16] proposed a deep learning architecture called the DBN for autoencoder neural networks using the RBM structure. In the same year, Hinton et al. [17] used a network with three hidden layers to implement the DBN using the RBM structure. Wong and Sun [18] proposed a new feature extraction method called regularized deep fisher mapping (RDFM), which learns an explicit mapping from a sample space to a feature space using a deep ANN. Stuhlsatz et al. [19] suggested an approach for the feature extraction method called generalized discriminant analysis using a deep learning ANN (GerDA DNN). In their work, they used the RBM as an unsupervised preoptimization for the ANN structure. Salakhutdinov et al. [20] introduced a hierarchical deep model as a new deep learning ANN model. They demonstrated how a hierarchical Dirichlet process can learn prior over the activities of the top-level features in a deep RBM. Bu et al. [21] proposed a multilevel 3-D shape feature extraction framework using deep learning. Their deep learning structure is based on a DBN, which consists of multistage RBM models.

Chen and Salman [22] proposed a novel deep neural architecture for learning speaker-specific characteristics. They used an unsupervised multilayer feed forward ANN based on a deep autoencoder architecture.

Van De Steeg et al. [23] used a multilayer perceptron ANN with enlarged hidden layers and hidden units as their deep structure to solve the Tic-Tac-Toe 3-D game problem. Their deep structure with integrated pattern detectors outperforms smaller ANN structures.

Shao et al. [3] proposed multispectral neural networks to learn features from multicolourum deep ANNs. Their results indicated that spectrally embedding deep ANNs exhibit a lower error rate compared with a single deep neural network. Ciresan et al. [4] used the concept of a multicolourum deep ANN to improve image classification. Their work is based on gathering and averaging many parallel ANN outputs. Mall et al. [24] also used the concept of dividing a large dataset into sparse subsets using KNN. They used the fast and unique representative subset selection technique to obtain the points from different dense subsets. Those selected points are mapped into the original dataset to capture the intrinsic cluster structure present in the data. Those clusters contribute to the overall classifier output.

Table II provides a summary of research that used deep learning as a technique through different methods of implementation.

Some studies have used ensemble learning to divide the dataset into smaller subsets to reduce the difficulty of large-scale data [24], [25]. The consideration of a small subset may either speed up the overall learning process or yield better results. In this paper, the general concept of deep learning is based on the multicolourum method of distributing parallel ANNs, and the datasets are divided using the k-d tree algorithm.

III. MULTICOLUMN RBF NETWORK

This section is organized as follows. In Section III-A, a brief discussion of the RBFN is provided. Section III-B presents how the dataset is divided into subsets using the k-d tree algorithm. The MCRN structure and mechanism are described in detail in Section II.

A. Radial Basis Function ANN

Fig. 1 shows the standard internal structure of the RBFN. It consists of three layers: input, hidden, and output layers. The input layer has I inputs, denoted as \( x = [x_1, x_2, \ldots, x_i, \ldots x_I] \). The hidden layer has H RBF units, represented by \( \theta = [\theta_1, \theta_2, \ldots, \theta_h, \ldots \theta_H] \). The output layer has a single unit, y. Each hidden unit \( h \) is calculated using the kernel function of RBF units [1], [2] as follows:

\[
\theta_h(x) = \exp \left( - \frac{\|x - c_h\|^2}{\sigma_h^2} \right) \tag{1}
\]
The center $c_h$ of the $h$ hidden RBF unit is selected from input vectors $x$ such that $c_h \subset x$. An efficient goal is to select the fewest vectors that perfectly generalize the problem.

It is not easy to determine which center should be selected or how many hidden units are needed to obtain the best RMSE. Considerable research has been conducted to improve RBF training [2], [1], [6]–[10]. However, the method used in this paper is to select the maximum violating input vector to be the center of the new RBF hidden unit [2], as shown in (7)

$$c_{h+1} = \left\{ x^p, \forall x^p = \arg \max_{x^p} (|e_p(w)|) \right\}. \quad (7)$$

Those new centers are incrementally inserted into the RBFN structure at each epoch using the incremental insertion method [2]. In this method, the error cost function, $E(w)$, is calculated at each epoch, and the maximum violating input vector will be inserted into the RBFN hidden layer as the new hidden unit center. This vector will be removed from the training dataset for the next epoch. The hidden layer of the RBFN increases by one unit upon an epoch. The process of selecting and inserting new units continues until the RMSE value converges toward a tolerance goal.

B. Subsets and the k-d Tree Algorithm

Better RBFN performance might be achieved by increasing the number of hidden units and/or hidden layers. The number of hidden units in an RBFN depends on the number of training dataset vectors selected. Increasing the number of hidden units will improve the network performance. More kernel functions will increase the smoothness of the separation surface, which will make instances more separable. Unfortunately, computation of those inserted kernels will be more difficult and time-consuming. Excessive computations and wasteful memory use occur repeatedly each time a new hidden unit is inserted until a satisfactory tolerance is achieved. Even with such compelling results, the resultant RBFN may become a large-structured ANN, which leads to high computational operations during testing.

In this paper, the number of selected hidden units is reduced by dividing the input space of the training dataset into subsets based on their overall dataset density. By overall density, we refer to the ratio of certain class instances to all instances in a specific region. Each subset will be a stand-alone training dataset for individual ANNs, as shown in Section III-B.

The concept of chopping a multidimensional training set is based on the $k$-$d$ tree algorithm [26], which is used to divide a large dataset into small subsets. The $k$-$d$ tree algorithm prevents zero-data subsets and ensures a well-distributed training set for each subset. Only a few features are used in the $k$-$d$ tree chopping process. Those chopping features are selected such that the resultant subsets will have a sufficient number of instances to train an ANN and have the same density as the original dataset density to ensure consistent behavior. For simplicity and explanation purposes, consider the input space $\mathbb{R}^l$ to be $\mathbb{R}^3$ with a two-class classification problem. Thus, $x$ consists of only three features $x_1$, $x_2$, and $x_3$, and each instance has a single output $y$. A random example of an entire space
with 3-D features is shown in Fig. 3 with a two-label state (1 is represented as crosses, and −1 is represented as circles).

The k-d tree algorithm [26] considers all data as unlabeled data. It uses the median of each dimension to chop the training values of all data $x$. It uses the median of each dimension to chop the training values of all data $x$
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**Fig. 3.** Example of a dataset with three features $x_1$, $x_2$, and $x_3$. Each instance has a single output $y$.

The next step is to individually divide each region ($R_1$ and $R_2$) into two smaller regions based on the medians ($\hat{x}_{21}$ and $\hat{x}_{22}$) of the second dimension $x_2$. The result is four smaller regions $R_{11}$ and $R_{12}$ and $R_{21}$ and $R_{22}$, as shown in Eq. (9)

$$R_{11} = \{\forall x \in R : x_2 \leq \hat{x}_{21}\}$$
$$R_{12} = \{\forall x \in R : x_2 > \hat{x}_{21}\}$$
$$R_{21} = \{\forall x \in R : x_2 \leq \hat{x}_{22}\}$$
$$R_{22} = \{\forall x \in R : x_2 > \hat{x}_{22}\}.$$  

(9)

In the same manner, the generated regions are divided by their own medians $\hat{x}_{31}$, $\hat{x}_{32}$, $\hat{x}_{33}$, and $\hat{x}_{34}$ based on the third parameter values $x_3$. Division can start over with the $x_1$ dimension until $N$ regions are generated. Those $N$ regions define $N$ subsets as $S = \{s_1, s_2, \ldots, s_{n_1}, \ldots, s_N\}$, which are divided with nearly equal density, as shown in Fig. 5.
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**Fig. 4.** Example of dividing the entire dataset based on the median of each dimension using k-d tree algorithm.

Generally, each subset is bounded by inequalities based on the surrounding medians, as shown in Eq. (10)

$$s_1 = \{\forall x \in R | (x_1 \leq \hat{x}_1) \land (x_2 \leq \hat{x}_{21}) \land (x_3 \leq \hat{x}_{31})\}$$
$$s_2 = \{\forall x \in R | (x_1 \leq \hat{x}_1) \land (x_2 > \hat{x}_{21}) \land (x_3 \leq \hat{x}_{32})\}$$
$$\ldots$$
$$s_N = \{\forall x \in R | (x_1 > \hat{x}_1) \land (x_2 \leq \hat{x}_{22}) \land (x_3 > \hat{x}_{33})\}.$$  

(10)

Each chopping action in any dimension duplicates the number of subsets. The number of total subsets is $N = 2^s$, where $s$ represents how many divisions are made in all dimensions.

The k-d tree algorithm ensures that there are sufficient and well-distributed data at each subset. Division is also limited by the size of the training dataset. A small-sized dataset may result in scarce data at each subset $S$. A less informative dataset produces a poorly trained ANN. Therefore, this issue must be considered, and the number of subsets $N$ should be selected carefully. In other words, the k-d tree algorithm chops the dataset into subsets with no information regarding the labels of the instances, and the density condition keeps the distribution of the subsets near the density of the original dataset.

Each individual subset $n$ is used as a separate dataset to train a corresponding $n$ ANN using RBFN structures. Small margins can be added from neighboring subsets to increase the learning information, as shown in Fig. 6. Although small margins will merely increase the number of training dataset instances for each individual ANN, it will provide more informative data to ensure a well-trained ANN. The ANN has insufficient information regarding the instances that lay on the borders of the subset. Adding instances beyond the border to the training dataset will give the ANN a good generalization to respond to border instances. Those added instances will only be used for training purposes.

The process of chopping the dataset into an $N$ subset and using those subsets to train $N$ corresponding individual ANNs is further explained in Algorithm 1.
Algorithm 1: Dividing the Data Set Into N Subsets and Training Them

1: Input: ζ = (number of chopping process), \( \{x, y_d\} \) = (training dataset), \( (MDL: \text{ANN training model}) \)
2: Output: = \( 2^\zeta \times MDL \) trained structure of individual ANNs.
3: \( N = 2^\zeta \) (number of resultant subsets and ANNs)
4: Compute original dataset density B
5: for \( \text{chop} = 1 \) to \( \zeta \)
6: for subset = 1 to \( (2^\text{chop} - 1) \)
7: Find each feature median \( \hat{x}_i \)
8: Compute average density \( \beta_i \) for chopped subsets
9: Select feature \( i \) with minimum \( |\beta_i - B| \)
10: Chop along median \( \hat{x}_i \) dataset into two subsets.
11: end for
12: end for
13: for subset = 1 to N
14: Train \( MDL(subset) \) using \( \{x, y_d\} \subset \{\text{subset + Neigbhor's margin}\} \)
15: end for

C. MCRN Method

All trained ANNs are gathered and stacked in a multicolumn structure, named the MCRN structure, as shown in Fig. 7. Once a new testing data vector \( \tilde{x} \) is applied, the input subset selector will forward \( \tilde{x} \) to the appropriate ANNs. Each one of the selected \( k \) ANNs gives its own output \( \tilde{y}_k \) to the output combiner, which will calculate the single output \( y \), as explained in the steps detailed in the following.

1) Input Subset Selector: When a test input vector \( \tilde{x} \) is presented, only \( k \) ANNs are selected based on the KNN algorithm. By determining the Euclidean distance between the new testing data \( \tilde{x} \) and all training datasets \( x^p \), only the \( k \) nearest points with the \( k \) smallest Euclidean distances \( d_k \) are chosen, as in (11). Those \( k \) points belong to \( k \) subsets, as shown in Fig. 8

\[
d_k = \min_{1..k}(\|\tilde{x} - x^p\|) = \min_{1..k}\left(\sum_{i=1}^{I}(\tilde{x}_i - x^p_i)^2\right) \quad (11)
\]

where \( d_k = \{d_1, d_2, \ldots, d_k\} \); \( d_k \) is the \( k \)th minimum Euclidean distance between new testing point \( \tilde{x} \) and the \( k \)th training point \( x^p \); \( \tilde{x}_i \) is the \( i \)th value of vector \( \tilde{x} \), and \( x^p_i \) is the \( i \)th value in the \( p \)th pattern of vector \( x \).

Based on the \( k \) nearest points, there are only \( k \) selected subsets \( \tilde{\delta}_k \); hence, only \( k \) ANNs are selected to be executed as follows:

\[
\tilde{\delta}_k = \left\{ \forall s_n, s_n \subset S, \tilde{x}^k \in s_n, \tilde{x}^k = \arg \min_{x^p} \|\tilde{x} - x^p\| \right\} \quad (12)
\]

where \( \tilde{\delta}_k \) is the \( k \)th selected subsets from all \( S \) subsets.

2) Individual ANNs: Each test input \( \tilde{x} \) has \( k \) selected RBFN output results. Those ANNs work individually in parallel to produce \( k \) results \( y_k \); therefore, (2) becomes (13) for each \( k \) ANN

\[
\tilde{y}_k = \sum_{h=0}^{H} w_h^k \delta_h^k (\tilde{x}) \quad \forall \tilde{\delta}_k. \quad (13)
\]

The resultant output of each \( k \) selected ANNs is \( \tilde{y}_k \), which gives the decision of those ANNs for a given input \( \tilde{x} \).

3) Output Combiner: Only \( k \) ANNs are selected; the remaining \( N-k \) ANNs are not used for each new entry \( \tilde{x} \). The outputs of those \( k \) ANNs, \( \tilde{y}_k \), contribute to the overall output decision \( y \). The overall MCRN output \( y \) is calculated based on the average sum of all \( k \) outputs, as in (14). In classification problems, the real value output \( y \) should be hard limited to
give the 1 and −1 class values

\[ y = \frac{1}{k} \sum_{i=1}^{k} \tilde{y}_i. \quad (14) \]

In fact, this equation still works as a single large RBFN compared with \( y = \sum_{h=0}^{H} w_h \theta_h(\tilde{x}) \) shown in (2). Equation (2) has a linear relation between kernels \( \theta_h(\tilde{x}) \) and output \( y \) through the weights \( w_h \). Although that is true, the relation can also be held for \( \tilde{y}_k = \sum_{h=0}^{H} w_h \theta_h(\tilde{x}) \) shown in (13), which has the same linear relation for each \( k \) selected ANNs.

To prove that the MCRN total output \( y \) still has a linear relation with weights, substituting \( \tilde{y}_k \) from (13) into (14) yields

\[ y = \frac{1}{k} \sum_{i=1}^{k} \sum_{h=0}^{H} w_h \theta^i_h(\tilde{x}). \quad (15) \]

Assume a vector \( \psi_j(\tilde{x}) \) to be all hidden layer kernels of all \( k \) ANNs, as shown

\[ \psi_j(\tilde{x}) = \theta^j_h(\tilde{x}), \quad j = 1 + h + H \times (i - 1). \]

Now also consider the vector \( \nu_j \) representing all weights between hidden units and outputs for all \( k \) ANNs to be

\[ \nu_j = \frac{1}{k} w_h, \quad j = 1 + h + H \times (i - 1). \]

Therefore, (15) becomes

\[ y = \sum_{j=1}^{k \times (H+1)} \psi_j(\tilde{x}) \nu_j \quad (16) \]

which represents a single large RBFN with input \( \tilde{x} \) and output \( y \). Compared with (2), (16) works the same manner, regardless of how many ANNs are inside or how many ANNs are selected.

### IV. EXPERIMENTAL EVALUATION

This section is organized as follows. In Section IV-A, the characteristics of used datasets and the criteria of using them are explained. Section IV-B presents RBFN results for those datasets. Section IV-C presents results of applying the \( k \)-d tree algorithm to each dataset to prepare small subsets for individual training. Section IV-D discusses MCRN results after plugging trained individual ANNs. Section IV-E compares MCRN versus RBFN speed during training and testing. In Section IV-F, MCRN results are compared with other well-known classifiers.

#### A. Data and Criteria

In this paper, the RBFN and MCRN are tested using the different benchmark UCI datasets [27] shown in Table III. The variety of parameters that each dataset has increases the difficulty of training the ANN. A larger training dataset requires additional computations and hidden units. For simplicity, the Letter dataset is trained and tested with a single output letter “A”. Considering a 26-output MIMO system is equivalent to considering 26 MISO systems. The Urban dataset [28], [29] has nine different classes, which represent the land-cover objects in an urban area. We use only the ‘asphalt’ class in our experiments. The Occupancy dataset is obtained from time-stamped pictures that were taken every minute [30].

The datasets in Table III are listed in ascending order from lower to higher memory use. Those datasets are diverse both in the number of features and/or the number of instances. Some datasets, such as Thyroid, Hepatitis, Ionosphere, Satimage, and Letter, have many features, while others, such as the Thyroid, Occupancy, Satimage, and Letter datasets, have many instances. Each dataset is divided into a training set and testing set, as shown in Table III. Some datasets are divided with an approximated ratio (80% for training and 20% for testing), whereas the Urban, Satimage, and Occupancy datasets are originally separated.

#### B. Traditional RBFN Training

The RBFNs in this paper are trained based on incremental insertions of the most violating input vectors until convergence is achieved [2]. For each dataset, the RMSE is calculated at each step until it meets a tolerance value, which is set as a goal to stop the learning process, as shown in Table IV. Table IV shows each dataset with the number of hidden units in each RBFN structure after tolerance is achieved. It also shows the accuracy and recall results for each dataset.
The overall results demonstrate the good performance of the RBFN structure. Those results are achieved by incrementally inserting training set instances as the centers of added hidden units. This insertion means the kernel inner products will be increased. For a small dataset, adding new hidden units will not overly burden computations. For example, with the Iris dataset, 91 hidden units out of 120 training dataset instances represent 75.8% of the used instances as hidden units. This large ratio is still considered acceptable because the inner products of 120 input vectors by 91 hidden units will not take a long time or occupy a considerable amount of storage.

The difficulty increases when using larger datasets, such as Thyroid, Letter, and Satimage. Each training insertion step requires several computations and high memory usage. With such a large dataset, even a small ratio of hidden units and instances requires many computations. For instance, 1510 hidden units out of 16 000 training instances are used with the Letter dataset, equating to a ratio of 9.4%, which is considerably smaller than the Iris ratio. Moreover, increasing the number of hidden units will affect not only the training time but also the testing time. The problem of inner-product computations is still present for each testing instance. Moreover, a neat and light RBFN structure is as important as good results. To improve the RBFN, one must consider two important challenges: how to decrease the number of hidden units and how to obtain better results. These issues will be addressed throughout this paper.

Fig. 9 shows how many hidden units are used compared to the number of overall training instances for each dataset as well as a bar plot for the accuracy and recall results obtained using these RBFN structures for each dataset.

The high hidden units/instances ratios shown in Fig. 9 for small datasets, such as Iris, Glass-Id, Seeds and Liver, indicate that the RBFN requires considerable information (training set instances) to reach a reasonable tolerance with good accuracy and recall results. However, lower ratios for Occupancy, Letter, or Satimage are sufficient to achieve the required tolerance with good performance. Although small ratios are considered good, the large number of hidden units requires many computations to calculate the kernel inner products of each hidden unit and all training set instances.

A fair comparison between the RBFN and MCRN results is achieved by using the same conditions and same training set instances, as shown in Sections IV-C–IV-F. The accuracy and speed are used as key factors to compare the results.

C. Applying the k-d Tree Algorithm to the Datasets

To prepare a dataset for the MCRN, each training set is divided into semi-equal subsets using the k-d tree algorithm. A set of data is chopped in a specific dimension (i.e., feature) based on the median value of that feature. Many experimental cases are made to divide each dataset, as shown in Table V. Each experiment name has a dataset name followed by a hyphen and numerical value. The numerical value represents how many subsets are used in that experiment. For example, Thyroid-8 represents the original training set of Thyroid divided into 8 subsets. The results in Table V show the effect of dividing original datasets into subsets in terms of density. Here, density is the ratio of the number of the 1 class to the number of all classes in a training dataset.

The results in Table V show that a preferable chopping is considered when the average of the density of the resultant subsets is slightly affected by division. This shows that the resultant subsets have adequate information to train a small ANN. Small margins are added to each subset from its neighbor subsets. This guarantees a more regional generalized training for individual ANNs to avoid the risk of intermittent training of those instances, particularly on boundaries between subsets.

Each experiment shows that the original density value differs slightly from the average density value, whereas the

---

**TABLE V**

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Experiment</th>
<th>Original Dataset Density</th>
<th>Average Subset Density</th>
<th>Minimum Subset Density</th>
<th>Maximum Subset Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris</td>
<td>2**</td>
<td>33.3</td>
<td>27.1</td>
<td>11.6</td>
<td>42.6</td>
</tr>
<tr>
<td>Iris</td>
<td>4**</td>
<td>33.3</td>
<td>32.9</td>
<td>0</td>
<td>70.9</td>
</tr>
<tr>
<td>Glass-Id</td>
<td>2</td>
<td>22.9</td>
<td>24.7</td>
<td>21.1</td>
<td>28.4</td>
</tr>
<tr>
<td>Glass-Id</td>
<td>4</td>
<td>22.9</td>
<td>27.7</td>
<td>9.7</td>
<td>52.6</td>
</tr>
<tr>
<td>Seeds-2</td>
<td>2**</td>
<td>32.7</td>
<td>27.8</td>
<td>18.3</td>
<td>39.3</td>
</tr>
<tr>
<td>Seeds-4</td>
<td>2**</td>
<td>32.7</td>
<td>33.9</td>
<td>14.3</td>
<td>51.2</td>
</tr>
<tr>
<td>Liver</td>
<td>2</td>
<td>41.5</td>
<td>43.4</td>
<td>40</td>
<td>46.8</td>
</tr>
<tr>
<td>Liver</td>
<td>4</td>
<td>41.5</td>
<td>40</td>
<td>35.2</td>
<td>42.8</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>2</td>
<td>65.7</td>
<td>61.9</td>
<td>45.3</td>
<td>78.5</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>4</td>
<td>65.7</td>
<td>56.9</td>
<td>21.5</td>
<td>93</td>
</tr>
<tr>
<td>Wisconsin</td>
<td>8</td>
<td>65.7</td>
<td>49.3</td>
<td>19.4</td>
<td>97.7</td>
</tr>
<tr>
<td>Thyroid</td>
<td>2**</td>
<td>2.5</td>
<td>2.3</td>
<td>1.7</td>
<td>2.9</td>
</tr>
<tr>
<td>Thyroid</td>
<td>4**</td>
<td>2.5</td>
<td>2.2</td>
<td>1.1</td>
<td>3.2</td>
</tr>
<tr>
<td>Thyroid</td>
<td>8**</td>
<td>2.5</td>
<td>2.2</td>
<td>0</td>
<td>4.4</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>2</td>
<td>21.8</td>
<td>21.1</td>
<td>15.2</td>
<td>26.9</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>4</td>
<td>21.8</td>
<td>10.8</td>
<td>0</td>
<td>27.5</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>2</td>
<td>63.2</td>
<td>70.5</td>
<td>62.2</td>
<td>77.9</td>
</tr>
<tr>
<td>Ionosphere</td>
<td>4</td>
<td>63.2</td>
<td>70.0</td>
<td>56.7</td>
<td>82.9</td>
</tr>
<tr>
<td>Urban</td>
<td>2</td>
<td>8.3</td>
<td>7.1</td>
<td>6.3</td>
<td>7.9</td>
</tr>
<tr>
<td>Urban</td>
<td>4</td>
<td>8.3</td>
<td>8</td>
<td>4.8</td>
<td>10.7</td>
</tr>
<tr>
<td>Occupancy</td>
<td>2</td>
<td>21.2</td>
<td>19.9</td>
<td>11.5</td>
<td>28.4</td>
</tr>
<tr>
<td>Occupancy</td>
<td>4</td>
<td>21.2</td>
<td>19.9</td>
<td>15.2</td>
<td>29.6</td>
</tr>
<tr>
<td>Satimage</td>
<td>2**</td>
<td>24.2</td>
<td>27.3</td>
<td>24.2</td>
<td>30.5</td>
</tr>
<tr>
<td>Satimage</td>
<td>4**</td>
<td>24.2</td>
<td>26.5</td>
<td>14.9</td>
<td>35.4</td>
</tr>
<tr>
<td>Letter</td>
<td>2</td>
<td>3.9</td>
<td>3.7</td>
<td>3.4</td>
<td>4</td>
</tr>
<tr>
<td>Letter</td>
<td>4</td>
<td>3.9</td>
<td>3.6</td>
<td>2</td>
<td>5.1</td>
</tr>
<tr>
<td>Letter</td>
<td>8</td>
<td>3.9</td>
<td>3.9</td>
<td>1.5</td>
<td>6.6</td>
</tr>
</tbody>
</table>

* Density is the ratio of the positive labels in the training set.
** For simplicity purpose, the density results are shown for the first class only, while the training is performed for all classes.
Fig. 10. Variation in dataset density due to the division of each dataset into two and four subsets for each experiment.

TABLE VI
RESULTS OF TESTING THE MCRN FOR EACH EXPERIMENT IN TABLE V

<table>
<thead>
<tr>
<th>Dataset Experiment</th>
<th>Maximum Hidden units among N subsets*</th>
<th>Chopping Features in sequence</th>
<th>k</th>
<th>Accuracy</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Iris-2</td>
<td>76</td>
<td>4</td>
<td>5</td>
<td>94.4</td>
<td>93.1</td>
</tr>
<tr>
<td>Iris-4</td>
<td>62</td>
<td>3,1</td>
<td>3</td>
<td>97.8</td>
<td>96.7</td>
</tr>
<tr>
<td>Glass-Id-2</td>
<td>113</td>
<td>2</td>
<td>5</td>
<td>84.1</td>
<td>85.7</td>
</tr>
<tr>
<td>Glass-Id-4</td>
<td>103</td>
<td>2.7</td>
<td>1</td>
<td>86.4</td>
<td>87.5</td>
</tr>
<tr>
<td>Seeds-2</td>
<td>87</td>
<td>6</td>
<td>7</td>
<td>89.9</td>
<td>86.8</td>
</tr>
<tr>
<td>Seeds-4</td>
<td>67</td>
<td>6.2</td>
<td>5</td>
<td>91.3</td>
<td>89.7</td>
</tr>
<tr>
<td>Liver-2</td>
<td>224</td>
<td>3</td>
<td>1</td>
<td>71.4</td>
<td>69.2</td>
</tr>
<tr>
<td>Liver-4</td>
<td>155</td>
<td>6.5</td>
<td>1</td>
<td>68.6</td>
<td>61.5</td>
</tr>
<tr>
<td>Wisconsin-2</td>
<td>323</td>
<td>5</td>
<td>7</td>
<td>95</td>
<td>95.6</td>
</tr>
<tr>
<td>Wisconsin-4</td>
<td>204</td>
<td>2.6</td>
<td>3</td>
<td>97.1</td>
<td>97.8</td>
</tr>
<tr>
<td>Wisconsin-8</td>
<td>164</td>
<td>2.6,2</td>
<td>5</td>
<td>97.1</td>
<td>98.9</td>
</tr>
<tr>
<td>Thyroid-2</td>
<td>3701</td>
<td>18</td>
<td>1</td>
<td>95.7</td>
<td>92.5</td>
</tr>
<tr>
<td>Thyroid-4</td>
<td>3341</td>
<td>18,1</td>
<td>5</td>
<td>96.3</td>
<td>94</td>
</tr>
<tr>
<td>Thyroid-8</td>
<td>2871</td>
<td>18,19,12</td>
<td>7</td>
<td>96.5</td>
<td>93.9</td>
</tr>
<tr>
<td>Hepatitis-2</td>
<td>44</td>
<td>17</td>
<td>1</td>
<td>96.8</td>
<td>100</td>
</tr>
<tr>
<td>Hepatitis-4</td>
<td>46</td>
<td>17,1</td>
<td>5</td>
<td>96.8</td>
<td>100</td>
</tr>
<tr>
<td>Ionosphere-2</td>
<td>150</td>
<td>8</td>
<td>3</td>
<td>93</td>
<td>100</td>
</tr>
<tr>
<td>Ionosphere-4</td>
<td>109</td>
<td>8,3</td>
<td>3</td>
<td>91.6</td>
<td>100</td>
</tr>
<tr>
<td>Urban-2</td>
<td>58</td>
<td>44</td>
<td>3</td>
<td>92.7</td>
<td>66.7</td>
</tr>
<tr>
<td>Urban-4</td>
<td>41</td>
<td>44,76</td>
<td>3</td>
<td>92.9</td>
<td>66.7</td>
</tr>
<tr>
<td>Occupancy-2</td>
<td>49</td>
<td>5</td>
<td>1</td>
<td>97.6</td>
<td>95</td>
</tr>
<tr>
<td>Occupancy-4</td>
<td>38</td>
<td>5,2</td>
<td>1</td>
<td>93.2</td>
<td>95</td>
</tr>
<tr>
<td>Satimage-2</td>
<td>300</td>
<td>34</td>
<td>5</td>
<td>95.9</td>
<td>89.4</td>
</tr>
<tr>
<td>Satimage-4</td>
<td>240</td>
<td>34,14</td>
<td>7</td>
<td>95.7</td>
<td>88.8</td>
</tr>
<tr>
<td>Letter-2</td>
<td>500</td>
<td>12</td>
<td>3</td>
<td>96.6</td>
<td>100</td>
</tr>
<tr>
<td>Letter-4</td>
<td>501</td>
<td>12,10</td>
<td>1</td>
<td>96.5</td>
<td>100</td>
</tr>
<tr>
<td>Letter-8</td>
<td>431</td>
<td>12,10,11</td>
<td>1</td>
<td>96.4</td>
<td>100</td>
</tr>
</tbody>
</table>

*Maximum number of hidden units is a good indicator of how big the individual ANN is because all other ANNs are less time consuming.

D. MCRN Results

Each experiment in Table V has N subsets, and each subset is used to train an individual ANN using the RBFN training method. Thus, each experiment has N trained individual ANNs. During training, the same RBFN conditions in Table IV, such as tolerance and training set instances, are kept to guarantee consistency while comparing the results.

After training, resultant N individual RBFNs are stacked in parallel in the MCRN structure, as shown in Fig. 7; this is done for each experiment in Table V separately. During testing time, the input subset selector selects the KNN vectors. Those selected vectors belong to k subsets. Those k subsets are used to train k individual ANNs. The results of applying the test input to those k ANNs are combined and averaged by the output combiner. The number of k should be odd to break the tie and should be between 1 and 7. The MCRN results for each experiment are shown in Table VI.

The results show that the maximum number of hidden units for the new individual ANNs is less than that of the RBFN shown in Table IV for all experiments, except the Ionosphere and Occupancy datasets. The MCRN accuracy and recall results are better than those of the RBFN. Some results, such as those for Thyroid and Letter, have no improvement but are still considered good because dividing the one large ANN into two or more sub-ANNs will increase the process in a parallel environment. The MCRN outperforms the RBFN in many cases, such as for Iris, Glass-Id, Seeds, Liver, Wisconsin, Ionosphere, Hepatitis, Satimage, and Urban.

The promising results shown in Table VI suggest that the MCRN can yield comparable or better results than the RBFN in many experimental cases. There are many inner products overall in individual ANNs, but those inner products are only in k selected ANNs. This means that the MCRN has fewer overall inner computations than the RBFN. The number of hidden units for each individual ANN is less than the number of its subset instances. The maximum number of hidden units is equal to the subsets instances in the worst case. During the testing phase, the MCRN selects k individual ANNs, and other N – k ANNs are inactive for this specific test input vector. Each individual ANN is executed in a single processor in the parallel environment. In this case, the delay in the execution time is the delay caused by the largest individual ANN, which is considerably lower than the fully connected traditional RBFN time. Furthermore, all the k neighbors may lay in the same subset. In this special case, the test instance is solely affected by the ANN that was trained using this subset.

minimum or maximum values differ considerably from the original density, as shown in Fig. 10. Each dataset is chopped as previously explained in Section II-B. The sequence of chopping features is shown in Table VI. At each chopping step, the best feature to use is the one that shows the best matching between the average subsets’ density and original density. The difference in density is greater in small datasets because division is limited by the number of features and instances, as shown for Iris-2 and Iris-4. The resultant density is less affected in large-scale datasets, such as Thyroid-2, Thyroid-4, Thyroid-8, Urban-2, Urban-4, Occupancy-2, Occupancy-4, Letter-2, Letter-4, and Letter-8. In some cases, such as Iris-4, Thyroid-8, and Hepatitis-4, the minimum subset densities are zero. Each one of those zero-density subsets has training instances with single-labeled values. Therefore, training an RBFN for such subset will result in a small RBFN structure with few hidden units. With such single-class cases, one can use a simple mathematic relation to represent the subset functionality. However, to maintain the generality of this paper, we keep the RBFN training as our choice, even for such straightforward cases.
At that moment, this ANN will be the only fired one, and there will be no need for an average sum. This will reduce the testing time in such special case.

Each experiment has its own conditions; selecting the best \( k \) neighbors depends on how the instances are distributed and how many subsets are generated from the chopping process. Any odd number of \( k \) will break any tie in a decision and will yield good results. However, the best result using different values of \( k \) is reported in our experiments. Good results and smaller ANNs tip the scale for the MCRN over the RBFN. Moreover, those small ANNs can be parallelized during training and testing, which further improve the overall performance, whereas the RBFN cannot be parallelized as easily as the MCRN, because the RBFN has a fully connected internal structure.

### E. Speed Comparison

One important goal in ANN classification problems is increasing the speed of the MCRN in the training and testing process. Both the RBFN and the MCRN are implemented using a Windows 7 64-b platform with an Intel core i7 processor and 16 GB of RAM. The individual ANNs of the MCRN are executed using the parallelism feature of MATLAB 2015. Fig. 11 shows the percentage improvement in training, testing, and hidden units for each dataset using the RBFN and MCRN experiments.

Fig. 11(a) shows noticeable improvements in training time using the MCRN compared with the RBFN for all datasets. As more division occurs in datasets, the training time decreases further, because fewer computations are needed in terms of the inner products for each individual ANN compared with a large RBFN. The RBFN suffers from excessive computations during training due to its large hidden layer. Each hidden unit must compute an inner product for all the training dataset instances. In contrast, small structures of individual ANNs and fewer training subsets reduce the training delay of the MCRN.

In offline classification problems, training is conducted only once. Thereafter, the training time is no longer as important as the testing time. The testing time is considerably more important because trained ANNs are plugged into an online environment to classify every new testing entry in real time. The improvements in testing time in Fig. 11(b) show that the MCRN outperforms the RBFN in the majority of cases. However, the RBFN outperforms the MCRN in certain cases, such as Thyroid, Letter, and Satimage. The MCRN testing time, \( T_{\text{test}} \), requires three stages of delay: the input subset selector time, \( T_{\text{ISS}} \), the individual ANN time, \( T_{\text{INNs}} \), and the output combiner time, \( T_{\text{OC}} \), as in (17). The first and last stages cannot be parallelized in the same manner as the middle stage. \( T_{\text{OC}} \) is considered extremely small compared with \( T_{\text{ISS}} \) and \( T_{\text{INNs}} \) and can be neglected, because \( T_{\text{OC}} \) only averages \( k \) ANN outputs. 

\[
T_{\text{test}} = T_{\text{ISS}} + T_{\text{INNs}} + T_{\text{OC}}.
\] (17)
Fig. 11 shows that the MCRN has a shorter training time and fewer hidden units for the Letter dataset; however, the testing time is longer than that for the RBFN. For the Ionosphere dataset, the MCRN has more hidden units than the RBFN, but the MCRN training and testing times are considerably shorter. Although the MCRN has shorter training and testing times for the Occupancy dataset, the maximum number of hidden units is higher. For all other datasets, the MCRN outperforms the RBFN in terms of training time, testing time, and number of hidden units.

The runtime complexity of a traditional RBFN network is $O(I \times P) + O(I \times H_{\text{biggest ANN}})$. The first term indicates the time required to find the nearest neighbors to the new input vector among all $P$ training instances, whereas the second term represents the process of applying the new input vector of $I$ dimensionality to the largest structured individual ANN, which has $H_{\text{biggest ANN}}$ hidden units. Similarly, the first term also represents $T_{\text{ISS}}$, and the second term represents $T_{\text{INNs}}$. When the number of training datasets, $P$, decreases, the effect of the first term nearly vanishes, and the speed of the MCRN method increases. With large-scale datasets, the effect of the first term will increase, and the system will be delayed, even if the structure of the individual ANNs is less than that in the traditional RBFN structure. This issue can be utilized in future work to decrease the complexity of the neighbor searching technique by sorting instances or memorizing the last results instead of repeating the entire search process numerous times.

F. MCRN Compared With Other Classifiers

Many studies select the SVM and KNN to use as comparative classifiers for the RBFN, as in [8], and [31]–[33]. In this paper, the same training and testing instances used in the RBFN and MCRN are used to train and test the SVM and KNN. The accuracy results are compared with those obtained with the RBFN and the MCRN, as shown in Table VII. This comparison demonstrates how the performance of the MCRN compares with those of other well-known classification techniques.

These results demonstrate that the MCRN can compete with the machine learning techniques that have been considered. The MCRN is superior for the Iris, Seeds, Liver, Wisconsin, Thyroid, Hepatitis, Ionosphere, and Urban datasets. For the other results, the MCRN is considered comparable, with percentage decreases of $-0.6\%$ to $-9.1\%$ compared with the best result for each dataset. In general, the MCRN is still better than the RBFN for all cases and still shows promising results when compared with the SVM and KNN.
V. CONCLUSION

Using different benchmark UCI datasets, the MCRN shows a total accuracy improvement of 35.3% for all datasets compared with the SVM, 22.7% compared with KNN and up to 34.8% compared with the RBFN. Although the MCRN considers distance computations between every new entry and all training data instances, it shows a maximum reduction in training time of up to 70.5% with two subsets and up to 74.8% with four subsets compared with the RBFN. Furthermore, the MCRN shows a maximum reduction in testing time of up to 94.2% with two subsets and up to 94.7% with four subsets compared with the RBFN. The RBFN requires excessive computations for kernel inner products with each new test input entry. Although the distance computations of the MCRN add considerable delays, particularly with a large-scale dataset, it still utilizes smaller individual ANN structures, resulting in fewer overall inner products. Moreover, the MCRN is suitable for a parallel environment because of the independence of its individual ANNs, while the RBFN structure cannot be deployed in parallel as easily because of its fully connected structure. Compared with recent results, the MCRN shows promise in terms of both accuracy and timing. Suggestions for future studies include determining a way to minimize distance computations with large-scale data and a way to use hardware ANN chips to obtain better results.

APPENDIX

See Tables VIII and IX.
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