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Abstract—We explore the dynamic 3-D reconstruction (D3DR) of the target view in real-time images from the omni-directional (O-D) thermal sensor for intelligent perception of robotic systems. Recent O-D 3-D reconstruction methodologies are mainly focused on O-D visible-band vision for localization, mapping, calibration, and tracking, but there is no significant research for thermal O-D. The 3-D reconstruction from O-D images and the use of O-D thermal vision have not been sufficiently addressed. The thermal O-D images do not provide sharp-edge boundaries as in color vision cameras due to texture and mirror distortion. In order to fully address O-D thermal 3-D reconstruction, we proposed the D3DR method that dynamically detects the target region and densely reconstructs the detected target region to solve the non-sharp-edge boundaries’ issue. We analyzed several different imaging positions, different baseline distances, and target distances with respect to the robot position for the best coverage of the target view with a minimum reconstruction error. We also look at the optimum number of observations for reconstruction using an optimization to find the compromise between accuracy, methodology, and number of observations. The benefits of this method are the accurate distance of the target from the camera, high accuracy, and low computation time of 3-D reconstruction.

Index Terms—Far infrared sensor, human-robot system, mobile robot, omni-directional sensor, sensor application, thermal vision, 3D reconstruction.

I. INTRODUCTION

OMNI-DIRECTIONAL (O-D) vision systems in recent years have been key elements of many applications such as robotics, automotive, home automation, security, and mobile systems. These camera systems offer the advantage to view a wide angle of environments of mobile systems and to assist in tracking targets [1], [2]. O-D cameras decrease the required number of sensors in comparison with standard camera systems [3]–[5] since O-D covers a much wider field of view. Most studies, however [1], [6]–[9], are based on “visible-band” O-D systems. Those systems do not allow light independent tracking and 3D reconstruction for critical missions such as military and rescue operations. Since the main interest in such missions is human, obtaining additional information about a human target for longer time operations is critical [10], [11]. O-D infrared cameras help to obtain more human-target features since IR images provide a clear pattern for human body temperature with longer time. O-D view helps to track any orientation of the target around the robot. One drawback of infrared sensors is that infrared O-D has lower resolution than visible-band camera sensors [12]. This problem makes improving the visibility of a human target from the thermal images significant. 3D reconstruction of thermal view is an efficient way to improve visibility and provides an enhanced view of a human target. 3D reconstruction is refining the visibility and maximizing obtained information [13]–[15], so that shape and distance of the target is being done by stereo cameras. A stereo O-D IR imaging could be considered an efficient way for 3D reconstruction to develop the target scene; however, another problem is occurring with bigger size of the thermal sensors with respect to visible-band sensors. In this study, we use O-D infrared images from the O-D thermal sensor mounted on the robot so that multiple images in the O-D thermal sensor can capture additional spatial information for 3D reconstruction of the robot’s environment and its static target.

A single O-D infrared sensor, mounted on top of the mobile robot, as shown in Fig. 1(a), obtains the infrared images for 3D reconstruction while the robot is in motion. Fig. 1(b) displays the O-D camera used in our application and the configuration of its parts. Fig. 1(c) shows the coordinate system of the camera, and the reflection of an object point on the parabolic mirror and its representative coordinates. The parabolic mirror...
reflects rays from objects towards the camera sensor which is placed on the mirror’s z-coordinate axis.

Many different approaches have been proposed on O-D cameras for 3D reconstruction in previous articles. Using different mirrors with distinct orientations of the camera is proposed in [1], [2], [6], [16], and [17]. Several cameras are utilized to reconstruct, stereo case, in [2] and [9]. Another way to reconstruct a 3D view of O-D images is by using several images from one O-D sensor [18]–[21]. However, reconstruction of O-D “infrared” images is rare in this area of study.

The academic contribution of this study, called Dynamic 3D Reconstruction (D3DR), is to propose the O-D 3D reconstruction approach using a thermal camera with respect to current methods, which are limited to O-D visible-band sensors. The thermal images do not produce sharp edges as visible-band cameras would have for textures of equivalent temperature for background objects in source images. Passive objects such as desks and chairs do not provide any contrast in the detection of thermal boundaries while human-like objects provide contrast. Far regions also contain noisy feature points which are not consistent in consecutive O-D images throughout the robot’s trajectory. The parabolic mirror structure of the O-D camera causes these noisy feature points. Parabolic coordinates have distortion mostly in the outer and inner region of the O-D images. These regions correspond to the objects that are far or that are very close in distance from the robot. As a result, the reconstructed points do not represent the real object points accurately. This affects both the distance and shape of the objects being tracked by the mobile robot. The newly proposed method will address this by using a combination of two algorithms correlation based target detection and dynamically orientated feature selection that will focus on a target region in order to increase the number of feature points around the objects of interest instead of the noisy regions. Since the target position on the image is moving, the target region in the robot’s view is being dynamically searched and detected as a 3D reconstruction region. We used four datasets with different object orientations and environments for the experiments. To find more accurate results, we selected the best number of observations and chose baseline distances between these points.

This paper is organized as follows: Section II discusses previous related works on O-D cameras and 3D reconstruction of O-D images. Section III describes the geometrical mathematics for the O-D camera and 3D reconstruction from these cameras. In Section IV, we proposed our method on 3D reconstruction of O-D infrared images captured from the robot. Section V presents experimental results of our method. Finally, in Section VI, the conclusion and future work is presented.

II. RELATED WORKS

We cover relevant studies on 3D reconstruction of target scenes using a 360-degree thermal imager on a mobile robot. The following subsections will first describe Section II.A O-D cameras based on their methods and mechanical designs to reconstruct images in 3D both for color and infrared cameras. Then, in Section II.B covers 3D reconstruction from O-D cameras to obtain better results in terms of 3D reconstructed robot view that returns improved results compared to previous methods [1], [2], [9], [18], [19], [22]–[24].

A. Omni-Directional Camera

Among the existing O-D cameras, for 360-degree reconstruction, several approaches exist: 1) a mirror [22], [25]–[30], 2) multiple mirrors, stereo case by mirrors, [1], [6], [16], [17] 3) one mirror with perspective camera combinations or multiple camera sensors in a hemisphere pattern, [2], [9], [23], [31], 4) and the O-D imaging from infrared cameras with the same approach, [25], [32]. Table I shows the details of four different O-D sensory settings: their lighting requirements for sufficiently low noise, required number of camera sensors, and resolution of images from the sensors. There exists several approaches for the use of mirrors. The image is taken from a parabolic or similar type of mirrors via a camera offers advantages to better analysis of the environment.

The first approach, using a mirror with a traditional color camera to reconstruct the O-D images, is one of the most broadly used methods [22], [25], [26], [28], [29]. A color camera captures the image from a catadioptric mirror fixed across from camera. A spherical camera model and its calibration methods are explained in [16]. A new O-D mirror design can also take panoramic images as proposed in [6].

The second approach obtains a 3D view of the monocular image using multiple mirrors. The method [1] describes a 3D reconstruction via four parabolic mirrors. Another method [2] uses two mirrors and a camera to capture two images from these mirrors. These mirrors, the inner part and outer part of the single camera, provide two images to be reconstructed. In order to get a good 3D reconstruction result, stabilization is a key factor as motion can easily affect the 3D reconstruction process. The trajectory estimation problem is discussed in [17] as well.

The third approach is to reconstruct the 3D view using stereo camera sensors [9], [23], [24] similar to the stereo perspective cameras. Methods [9], [23] use a perspective camera in addition to an O-D camera. The geometric constraints for the placement of these cameras are discussed [9] in a previous work. A hybrid method is an effective way to match the feature points in the hybrid images from an O-D camera and perspective camera automatically [23]. Images from O-D cameras have a wide vision range with low resolution, so the perspective camera helps to enhance the 3D reconstruction. The variations of using two O-D cameras in vertical and
horizontal configurations represent another O-D stereo vision setup [24]. A method [31] is also proposed the multiple sensors in a hemisphere pattern to obtain the 3D scene.

The fourth approach includes infrared cameras to obtain a 360 degree O-D image that are the same as the methods as the previous two methodologies [25], [32]. The difference applied in this method is the replacement of the color camera and mirror material in the O-D camera system by an infrared camera. Thus, the O-D infrared cameras use the same mirror structure to attain the infrared images. However, using an infrared camera has certain physical limitations to provide a good resolution and information to track objects. We adopt the O-D camera setup with one mirror and infrared camera to explore [1], [33]–[37] in an intense 3D information manner as shown in Section IV.

B. 3D Reconstruction From Omni-Directional Camera

3D reconstruction from infrared O-D cameras is feasible using similar methods as the O-D color camera approach by utilizing mirrors [1], [2], [6], [16], [17], or using several cameras, and stereo methods [9], [23]. The 3D reconstruction is also possible by the means of one O-D camera and numerous images along with camera and robot movement [8], [18], [29]. In this method, the camera captures several images at different positions. This method may be considered the same as the stereo method or using several mirrors instead with only one camera. The accuracy of 3D reconstruction for O-D images is obtained from an image sequence that is better than using two or less images such as a single view reconstruction [19], [29], [34]. Unlike the predefined position of the cameras in a stereo setup [2], [9], [38], method [21] uses the robot’s odometer.

Studies about infrared O-D cameras are rare [25], and resolution is low in infrared images. We propose instead a 3D reconstruction approach to acquire a high density 3D reconstructed view from infrared images. The robot captures images through an O-D camera from multiple positions to reconstruct the 3D scene by the proposed algorithm. Improving the density of 3D reconstructed feature points assists in tracking objects as opposed to tracking in 2D infrared images.

III. GEOMETRY FOR 3D RECONSTRUCTION

Section III gives the mathematical fundamentals of 3D reconstruction in the basic foundation. First, we examine the geometry of the O-D camera by obtaining the projection via a parabolic mirror in Section III.A, and we then formulate a 3D reconstruction by employing the O-D camera in Section III.B.

A. Geometry of Omni-Directional Camera

This section explains the geometry of an O-D camera and the reflection of a projected point in space from a parabolic mirror. Fig. 2 shows the projections and parabolic mirrors [7], [22]. Equation (1) derives the coordinates of the real points, e.g. \( P^W = (x \ y \ z) \) in Fig. 2, on the O-D camera mirror;

\[
P_m = (x_m \ y_m \ z_m) = \lambda [R_m, -R_m t_m] P^W \quad (1)
\]

where \( R_m, t_m \) is the transformation from world to the mirror.

\[\begin{bmatrix} x \\ y \\ z \end{bmatrix} = KR_c \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R_m, -R_m t_m \end{bmatrix} \begin{bmatrix} x \\ y \\ z \\ 1 \end{bmatrix} \]

\[
p = KR_c \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} R_m, -R_m t_m \end{bmatrix} \begin{bmatrix} x \\ y \\ z \\ 1 \end{bmatrix}
\]

where parameter \( K \), the intrinsic matrix, calculated by the camera calibration process, and \( R_c \) is the camera sensor rotation. The real world coordinates are \( (x \ y \ z) \) and equation (3) calculates the scale \( \lambda \).

\[
\lambda^2 \left(-x^2 - y^2\right) + \lambda \left(2bz + \frac{b^2}{2}\right) = 0 \quad (3)
\]

where \( b/2 \) is the distance between the focal point \( F \) of the parabolic mirror and the vertex of the mirror.

The point \( P_m = (x_m \ y_m \ z_m) \) which lies on the mirror surface can be obtained by using known image point \( p = [u \ v]^T \) from (4).

\[
\begin{bmatrix} x_m \\ y_m \\ 1 \end{bmatrix}^T = R_c^T K^{-1} p \quad (4)
\]

We can find the third coordinate from \( z_m = \left(\frac{(x_m^2 + y_m^2)}{2} - \frac{b^2}{2}\right) \), and the mirror point \( P_m = (x_m \ y_m \ z_m) \). [30]. The coordinates of mirror points provide the ray vector \( r_m = [x_m \ y_m \ z_m] \) of the real world point from the focal point of the camera.

We illustrate the mechanical architecture and view diagram of the O-D IR camera and the geometric principle of the camera in Fig. 3. The effective vertical view range is 55 degrees in total, 5 degrees upper view and 50 degrees lower view.

\[
P^W = (x \ y \ z)
\]
B. 3D Reconstruction From an Omni-Directional Camera

3D reconstruction of the O-D image is formulated by using the ray vectors of a feature point from different images. This ray vector, given in section III A, displays a reflection point of a ray on the mirror from the projection center [18]–[20], [30]. The method selects the points by focusing on the target region, which gives reliable tracking of feature points and precise calculations compared to previous methods. First, the essential matrix $E$ is the required factor which satisfies:

$$r_2^T Er_1 = 0 \quad (5)$$

where $r_{1,i} = \begin{bmatrix} x_1 & y_1 & z_1 \end{bmatrix}$ and $r_{2,i} = \begin{bmatrix} x_2 & y_2 & z_2 \end{bmatrix}$ are the ray vectors of corresponding points from two images. The essential matrix offers information about the orientation and positioning differences between these observations. The matrix $E$ is the key element for calculations, since the 3D object coordinates are measured by the changes of the camera position [39]. The singular value decomposition from the essential matrix $E$ is proposed in [18] and [19] that finds the translation vector $T$ and rotation matrix $R$.

3D coordinates of real points are obtained by triangulation of the position of observations. To find the 3D coordinates of feature point $P_i$, we used the rotation matrix $R$ and translation vector $T$, the ray vectors $r_{1,i}$ and $r_{2,i}$, as shown in Fig. 4.

IV. TARGET ORIENTED DYNAMIC 3D RECONSTRUCTION (D3DR) FROM A FAR INFRARED OMNI-DIRECTIONAL CAMERA

A new method (D3DR) for 3D reconstruction of images from infrared O-D cameras is implemented with target region detection. The reconstruction region is dynamically searched in an image sequence while the robot moves. The low resolution of infrared images makes the requirement of 3D reconstruction significant for infrared images to get higher density for 3D reconstructed robot view. Section IV.A shows the reconstruction of images from two observations with triangulation, and multiple observations while updating the 3D coordinates with bundle adjustment as in Section IV.B. Then, Section IV.C explains the target orientated reconstruction with the sensor position by using the feature points. Finally, we determine the optimal numbers of observations in Section IV.D.

A. Triangulation From Omni-Directional Image Pairs

A high number of observations increases the density of the 3D reconstructed robot view. Fig. 5 illustrates the calculation of 3D coordinates of real points from two observations. Thus, the improved information of low resolution infrared images helps to improve tracking the objects. The previous work uses $n$ observations to calculate the essential matrix. We use this matrix to find the translation and the rotation information for the camera position. The purpose of using the essential matrix $E$ is to obtain the precise position of $n$ observations. After the position analysis, we apply a triangulation as in a stereo setup.

In our proposed method, we use each consecutive image pair to calculate the 3D coordinate of the $i^{th}$ feature point $P_i$ by triangulation until the last observation. The baseline distance between the observations and the ray vectors, $r_{1,i}$ and $r_{2,i}$, of the feature points are used for triangulation, Fig. 4. The feature point $P_i = \begin{bmatrix} x & y & z \end{bmatrix}$ and its coordinates from the first and second observation are points $P_1 = \begin{bmatrix} x_1 & y_1 & z_1 \end{bmatrix}$ and $P_2 = \begin{bmatrix} x_2 & y_2 & z_2 \end{bmatrix}$.

$$\begin{bmatrix} z_1 \\ z_2 \end{bmatrix} = \left( \begin{bmatrix} P_1 \\ -R P_2 \end{bmatrix} \left[ P_1 - R P_2 \right]^{-1} \left[ P_1 \\ -R P_2 \right] \right) T \quad (6)$$

$R$, the rotation matrix and $T$, the translation vector provide the relationship between coordinates of the feature points from the first and the second observations. The solution of (6) gives the relationship between $(z_1, z_2)$ for depth information of the feature point from two different perspectives. The world coordinates of the feature point are obtained by using the first observation coordinates as a reference and the results of the depth calculations.

B. Multiple Observations for Omni-Directional Images

For higher density of a 3D robotic view, we perform the reconstruction with two or more different sensory settings, Fig 5. The previously proposed methods [18]–[20] uses these
kinds of techniques. However, those methods take a longer
time to estimate the general shape of the robot’s environment
rather than the precise distance of a target. The images taken
from these observations get us a high density 3D view of
infrared images rather than using the method with only two
images.

Triangulation of image pairs provides 3D coordinates of
the first image pair. Then, bundle adjustment finds the optimal
calibration coordinates from each extra image, shown in Fig. 6. Another
reconstruction method is merging partial reconstruction. This
method uses more than two images to find better results for 3D
coordinates of the feature points. In order to get more precise
results after bundle adjustment, we use the output of the
merging partial reconstruction method instead of triangulating
image pairs at each iteration.

During the reconstruction of the feature points up to the
last observation, we have n-1 numbers of 3D coordinate
information for the same feature point. Since some of these
coordinate results are far from the average value, the algorithm
removes those irrelevant outlier values. Finally, the candidate
3D coordinates of each feature point \( P_i \) are calculated from
consistent results for the calculation from n observations.

After finding the 3D coordinates, we apply bundle adjust-
ment to obtain the optimal 3D structure. Bundle adjustment
utilizes observed image points as well as projected 3D points
to find the optimal 3D point and projection matrices [18]–[20].
This process is specifically for the minimization of the Eucli-
dean distances between observed and projected points. Each
new feature point updates the 3D coordinates through bundle
adjustment.

Projected coordinates, \( p_{i,j} \) observed points, \( j^{th} \) image \( i^{th} \)
feature point and \( \hat{p}_{i,j} \) reproject of reconstructed 3D points,
are derived by multiplication of \( M_j = K[R/T] \) and point \( P_i \).
Minimum Euclidean distance is calculated using observed,
\( p_{i,j} \), and reprojected feature points, \( \hat{p}_{i,j} \). \( R \) is a rotation matrix
and \( T = [t_x \ t_y \ t_z]^T \) is a translation vector of the camera.
The \( M_j/ \) projection matrix and \( K \) matrix (7) are given by the
calibration matrix including intrinsic camera parameters focal
lengths, \( a_u, a_v \) aspect ratio \( s \) and principle point \( p (u_0, v_0, 1) \).

\[
K = \begin{bmatrix}
a_u & s & u_0 \\
0 & a_v & v_0 \\
0 & 0 & 1 \\
\end{bmatrix}
\]  (7)

From every n image sequence, we update the rotation
matrix, the translation vector, and use them to obtain the
projection matrix for each image sequence. The methods
previously proposed, [18]–[20], calculate the orientation of
the robot in a similar way; however, the error is relatively high to
which causes a weak 3D reconstruction and does not work for
O-D IR images. If the estimations are not made for the shape
of the environment for the precise distance of the target, our
method gives an improved result. The algorithm constructs
the robot trajectory from the rotation matrix, the translation
vector, and removes inconsistent values from the trajectory of
robot. This helps to avoid the effects of localization error on
reconstruction. Once we have the camera orientation, the first
image and last image are sent to the triangulation step to
find new 3D coordinates of the feature points. The bundle
adjustment step updates the reconstructed 3D coordinates with
a projection matrix for every n image sequences. The optimal
value of n will be determined by comparing the errors of a
3D calculation from numerous images in section VF.

After reconstructed coordinates of every n image’s subset
are updated via bundle adjustment, it is expressed as the
highlighted box in Fig. 7 and is shown by Fig. 6. The algorithm
uses the first and the last image for triangulation with the
projection matrix from all images. A comparison applies these
calculated coordinates, the rotation matrix and the translation
vector with the values from n image reconstruction and the
position matrix. For the final updated coordinates, we merge
these two methods to find the optimal point for available
feature points form images. Every image pair in the sequence
is used for the reconstruction, then the first and last images
of this sequence are used to compare the robot orientation
consistency between two positioning results. The algorithm
also includes the reconstruction results for the first and last
image pair as well. Thus, we obtain the major feature points
sensitively.

C. Target-Orientated Reconstruction With Sensor Position

The proposed D3DR consists of two steps. The first step is
detecting the target region, and the second step is detecting
while tracking the feature points within this region. D3DR
reduces the region of interest to get rid of noisy background
for the next step. We do this noise reduction by dynamic
separation of unreliable corner points from the target region.
Green feature points are considered as the noisy feature points
because of the O-D mirror, reflection noise of the camera
structure in the IR images, and the texture of the objects which
have the same temperature. These noisy points, caused by the
problem of low resolution and non-sharp edges of objects with
correlation between the target templates data base that includes considered into the target detection method; based on the images. Therefore, target region candidates are detected and move with respect to the next target position in the following process shown in Fig. 9. These limitation rays dynamically the area with virtual rays for the next feature point detection the target region, the algorithm restricts the O-D IR image to similar temperature, are shown in Fig. 8. After detection of better reconstruction of the target.

Fig. 8. The candidates of the target region are represented with the red point clouds that have intense feature detection applied on to them. Noisy feature points are not included for 3D reconstruction in the target regions.

Fig. 9. Reducing interest region to avoid noisy background and achieve better reconstruction of the target.

similar temperature, are shown in Fig. 8. After detection of the target region, the algorithm restricts the O-D IR image to the area with virtual rays for the next feature point detection process shown in Fig. 9. These limitation rays dynamically move with respect to the next target position in the following images. Therefore, target region candidates are detected and considered into the target detection method; based on the correlation between the target templates data base that includes a set of human targets and the original image as the first step. We then use normalized 2D cross-correlation.

The algorithm determines the target regions automatically by using highly correlated regions. The method selects the highest correlation result from each template and analyzes human body characteristics in the candidate target region. The scaling is not used as a criteria to find the highly correlated regions. Instead of scaling the templates, we analyze the correlated regions since the target view was consistent with our data set. A threshold with respect to human body temperature applies to the images and selects accordingly the big blobs by the size of the human target. We also use a ratio of height and width for a possible target to eliminate those blobs that do not correspond to human target region characteristics. Then, we localize the region of interest from the direction of the highly correlated pixels according to a retrieved target size.

The feature detection method uses the eigenvalues of each pixel in the image, which finds the green feature points and more intense corner feature point information. Since noisy background is removed from the interest area of the image at the previous step, the detected points are mostly from the target in the region of interest. The green area in Fig. 9 is assigned as an out of interest area so the focus is on the target region. The algorithm increases the number of feature points in this obtained target region and tracks this region dynamically across the images in the data set. Thus, the noisy green feature points that are not detected before the target detection step stay out of the target area. We then detect the feature points which are in the target region in the second step, known as the feature point detection process. We use the feature detection method from the Matlab computer vision toolbox [40] using the minimum eigenfeature method. The feature points are selected from well localized pixels of minimum eigenfeatures after more intense feature point coordinates are obtained.

Algorithm 1: Target Region Detection Algorithm

For each image in the image sequence

\[ TC \leftarrow \text{Target region candidate via Template Correlation (Highest correlation);} \]

\[ T \leftarrow \text{Compare the human body characteristics in thresholded image (Size > 10000, 0.9 > human body temperature > 0.5, target ratio > 1.53);} \]

\[ TR \leftarrow \text{Find the Target Region (center and \pm \theta range for Target Region);} \]

For each target region (T)

\[ TF \leftarrow \text{Find the Feature points in Target Region via feature detection with respect to eigenvalues;} \]

\[ P_i \leftarrow \text{ReconstructFeature Point (TF) via Triangulation} \]

\[ P'_i \leftarrow \text{Update the Reconstructed Point (P_i) via Multiview Triangulation} \]

The position of the target on the images updates the coordinate setting of the camera as part of dynamic 3D reconstruction. This process is given in Algorithm 1. If the robot (camera) is moving away from the target, we update the rotation matrix \( R \) in order to have a parallel movement to the target for the best reconstruction angle. We then add the rotational angle \( \theta \), in Fig. 9, about the z axis to the \( R \) rotation matrix by the following equation,

\[
R' = \begin{bmatrix}
R_{xx} & R_{xy} & R_{xz} \\
R_{yx} & R_{yy} & R_{yz} \\
R_{zx} & R_{zy} & R_{zz}
\end{bmatrix} \begin{bmatrix}
\cos \theta & -\sin \theta & 0 \\
\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

The new rotation from \( R' \) updates relative coordinate settings for the sensor position. Finally, we calculate the second rotation matrix and translation vector from the first and last images to be used for the second triangulation process to merge the two results. A flowchart of the process is given in Fig. 10.

\[
M_j = K \begin{bmatrix}
R'_{xx} & R'_{xy} & R'_{xz} & t_x \\
R'_{yx} & R'_{yy} & R'_{yz} & t_y \\
R'_{zx} & R'_{zy} & R'_{zz} & t_z
\end{bmatrix}
\]

(8)
The projection matrix $M_j$ can be calculated by (8) where $K$ is an intrinsic parameter matrix and can be derived from the calibration process with focal lengths parameters, $a_u$, $a_v$ and principle point $p (u_0, v_0, 1)$. Since we have square feature point pixels, we consider aspect ratio $s$ as zero and express $K$ by (9).

$$K = \begin{bmatrix} a_u & 0 & u_0 \\ 0 & a_v & v_0 \\ 0 & 0 & 1 \end{bmatrix} \quad (9)$$

The current coordinate of the camera is calculated by intrinsic parameters, as well as the rotation and translation matrices. Thus, we can construct the projection matrix to calculate 3D coordinates by triangulating after the update for the projection matrix of every n images.

**D. Optimal Number of Observations**

The optimal number of observations is selected by several criteria within the reconstruction process such as accuracy of the reconstructed coordinates, and the limitation of the system memory to save images from different observations. Some other studies [1], [2], [22], [23] use such criteria, which we adapted into our O-D camera setting.

First, we calculate the accuracy of reconstructed coordinates from the difference between real coordinates and the retrieved coordinates in Fig. 11. We then measure the real coordinates of each feature point with a tape measure in the experiment. We then measure the real coordinates in Fig. 11. We then measure the real coordinates of the feature point with a tape measure in the experiment and use average distance of the human body environment and use average distance of the human body as approximated real coordinates of each reconstructed point. For this process, we select continuous featured points, then, we track them during the image sequences. The algorithm reconstructs each feature point pixel from the first observation to the end of the sequence. The number of images in a sequence for a feature point depends on the maximum distance between the object and camera in an efficient reconstruction limitations. In Fig. 12, we can see the change of error between the reconstructed points and the real world points as the number of observations increases. At the beginning, the error is high and gets smaller while the number of observations is getting larger. However, when the object is far from the camera then the changes in feature points are not measured precisely, so, reconstruction error increases.

In these image sequences, we sum up the errors of each feature point. We obtain a cost function for the average of total error and number of images at the end of the process. In order to find the optimum number of observations, the algorithm selects the minimum error. This process is applied for different data sets to find the optimized number using (10).

$$\arg \min_n \sum_{j=1}^m D(P_{t,j}, P_{t,j}^{\text{W}}) \quad (10)$$

where $m$ is the total number of feature points in images, $P_{t,j}$, that is a retrieved feature point coordinates of real feature point coordinates, $P_{t,j}^{\text{W}}$. The minimum total of differences of these two coordinates, the reconstruction error, provides the optimal number of observations as $n$.

The required computation time, the second criterion, is $t_{\text{comp}}$, which is required to calculate 3D coordinates for each image pair. The number of images, $n$, also varies with the baseline distance, $\Delta_{\text{base}}$, of the imaging position of the robot, $n = \Delta_x / \Delta_{\text{base}}$ where $\Delta_x$ is the total displacement of the robot.

As the last criteria for the number of images, we consider RAM consumption for the data set with respect to RAM consumption of the system, $\text{RAM}_{\text{cons}}$. If the data size exceeds the RAM consumption of the system, the algorithm determines the number of observations, $n$, by the RAM limitation of the system. Each image has an average size of 0.156 MB and the total size of the data set is calculated by, $\text{Size}_n = n \times 0.156 \times MB$. Three constraints decide the optimal number of images;

$$t_{\text{comp}} < \Delta_{\text{base}} / v_{\text{Robot}}, \quad 2 \leq n = \Delta_x / \Delta_{\text{base}}, \quad n \leq \text{RAM}_{\text{cons}} / 0.156$$

For these constraints, we want to find the minimum number of images $n$, for the minimum value of the cost function, $\arg \min_n = f(\text{error}^2)$, $n \times t_{\text{comp}}$, $\text{Size}_n$) which is the sum of three objectives: the RAM consumption ($\text{Size}_n$) of data,
reconstruction time \( (t \times t_{\text{comp}}) \), and reconstruction error of the feature points \( \text{error} = D(P_{i,j}, P_{i,j}^W) \). Since reconstruction error depends on its distance from the real coordinates of the feature points, there is the possibility for it to be negative or positive. For that reason, we calculate the reconstruction error during the calculation of the cost function for each iteration. Reconstruction accuracy is the most important criterion to determine the number of observations.

V. EXPERIMENTS

The experiment section of this paper is organized in the following subsections: First, we discuss the information about the data sets in Section V.A. Second, we compare 3D reconstruction of multiple views for different target objects with respect to the number of feature points of objects, as in Section V.B. Then, Section V.C analyzes the reconstructed points according to distance from the camera. Consequently, we compare the reconstruction with different baselines of observation positions in Section V.D. Then, we organize section V.E as the decision of the optimal number of images in the sequences with respect to accuracy of the 3D coordinates, the memory requirement, and computational time. Finally, in Section V.F, we compare the proposed method along with other methods in terms of sensory settings and reconstruction processes.

A. Hardware and Data Set Information

The hardware of the mobile robot platform consists of three main components. First component is the mobile robot Pioneer 3-DX with an on board PC for fully autonomous intelligent control. The second component is a Windows 7 computer with an Intel i7 processor that runs the image processing with Matlab. Third main component is the O-D IR camera sensor that captures 360 degrees omni-directional thermal images [41]. IR images have a gray level corresponding to the temperature of objects with 480 × 640 resolution and the imaging frequency of the sensor is 30fps. In Section I, Fig. 1 shows the mobile robot platform with the O-D IR camera sensor and its mounted windows computer. The calibration of the O-D IR camera was done by implementation of the O-D camera calibration toolbox [42]. Since the current toolbox works for only visible-band cameras, we use a heated grid pattern constructed from metal based materials in order to reflect the heat instead of light.

We obtained the data sets for reconstruction from several different environments and object orientations. One of the data sets contained more texture and complicated objects in a room condition. We can see these objects near the human target or around the O-D sensor, Fig. 13(b), (c), and (d). The warm objects were used to represent the outdoor interference such as vehicles with their hot tires, reflection of sun rays or other warm objects. We also obtained some data sets in a small area with a moderate number of surrounding objects. Another data set included images while the robot was moving through a corridor with less texture where objects were easy to detect. And the last data set included the rotated path around the detected main target to extend the trajectory length with a stable distance from the target. The human target was static in all data sets in order to obtain the correct tracking of the target feature points and to produce precise 3D reconstruction results.

The data set images include four different object types for reconstruction, as shown in Table II. The first object was a static (non-moving) human, which was the primary target to reconstruct primarily for future tracking processes. The human body temperature was relatively easy to detect and gave a higher resolution compared to other surrounding objects. The second object type were electronic devices that had relatively high temperatures depending on their power such as computers and the display monitors. The third type was the objects having low temperatures such as desk, shelves, and chairs that had a very low temperature and thermal signature in the images. These objects were difficult to detect and reconstruct by the IR O-D sensor. Another object was a heated grid pattern. It appeared as a sharp pattern due to its high temperature, so it gave us good results in order to find the position of the robot and the reconstructed points.

We chose imaging conditions of four types, a) long time, b) long path, c) large area and d) rotated path around the static target with respect to an indoor scale. As shown in Fig. 13, the first data set was taken over a long time, 60 sec, in a relatively small area and over a short distance. The second data set had a longer path of 3.2 m, in a small area. A longer data set was considered as the robot path increased with respect to the short path dataset for the indoor scale. We recorded the third image sequence in a larger area, about 80 m², with a short path. This data set was used to represent a small scale outdoor environment by imitating vehicles and heat reflections
TABLE III

<table>
<thead>
<tr>
<th>Imaging Condition</th>
<th>Recording time (sec)</th>
<th>Robot path (m)</th>
<th>Covered area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long time</td>
<td>35</td>
<td>0.96</td>
<td>4.8</td>
</tr>
<tr>
<td>Long path</td>
<td>35</td>
<td>3.20</td>
<td>6.4</td>
</tr>
<tr>
<td>Large area</td>
<td>10</td>
<td>1.06</td>
<td>80</td>
</tr>
<tr>
<td>Rotated path</td>
<td>20</td>
<td>2.20</td>
<td>80</td>
</tr>
<tr>
<td>Average</td>
<td>26.66</td>
<td>1.74</td>
<td>30.4</td>
</tr>
</tbody>
</table>

using indoor objects. A larger outdoor scene had the maximum visibility of the area boundaries with thermal vision. The last data set includes a large area with a short path and the rotation would be toward the target when it is getting far from the robot. Table III shows the characteristics of the data sets for each image condition.

B. Reconstruction of Target Objects

The algorithm used a generic triangulation process for a reconstruction made from two images, which were taken in a large area data set. In our method, we used multiple images to find the camera world coordinates for each image sequence while using the triangulation process at the end of these sequences. The sum of the reconstruction error for each feature was calculated for reconstruction from two, three, five, ten and twenty observations. The reconstruction error in metric values was defined as the average of the difference between real distance and the calculated distance of the feature point. Our method updated the reconstructed points with respect to error and removed irrelevant points.

Fig. 14(c) shows the results for a generic triangulation method and a multi view reconstruction is given for four different objects. The difference among those objects was the number of feature points that were being tracked by the feature tracking process, given in Fig. 14(a). Reconstructed coordinates of different objects are depicted as different colors with respect to their distance in Fig. 14(b). The objects that are far away from the camera had an inconsistent and smaller amount of feature points than the others. This caused a tracking problem in the image sequence and a removal of the problem for the reconstructed points is giving a high error. Reconstruction error became smaller around 15.0-20.0% for the objects that had more feature points. The closest objects and middle distance objects are shown by dark and light blue in Fig. 14(c). Table IV also shows the objects that offer more and consistent feature points have around 15.0% error. The error percentages were calculated by using two distance values. We measured the real distance value, ground truth, in our experimental setup, and the calculated distance was obtained from the proposed 3D reconstruction method. It is shown in Fig. 14(a) that the heated grid pattern has more than 20 feature points and has around 15.0% reconstruction error.

C. 3D Reconstruction Over Distance

With three different distances, in a large area data set, of objects were compared to see the efficiency of the reconstruction method pertaining to camera-object distance. Three different object distances with Blue represents close objects, Green is for middle distances and Red is for objects far away from the camera. This is shown in Fig. 15(a).

We compared the reconstruction of the objects from three different distances and the average reconstruction error is given in Table V. If the objects were very close to or too far from the camera, reconstruction error would increase. We obtained the best result from the middle distance objects approximately 1 meter apart from the camera. The average reconstruction error...
error was increased to 40.0% for the objects set to a range of more than 3 meters to the camera position. These are shown by the red color in Fig 15(b). The average reconstruction error gave the lowest value of 20.0% for the middle distance objects after using the fifth and sixth images which corresponded to the fourth or fifth reconstruction process for the triangulation at those observation positions, Fig. 15(c).

### Table V

<table>
<thead>
<tr>
<th>Metric</th>
<th>Close Distance</th>
<th>Middle Distance</th>
<th>Far Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Distance between the Target and Sensor (m)</td>
<td>0.5</td>
<td>1.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Average Reconstruction Error (%)</td>
<td>30.0</td>
<td>20.0</td>
<td>40.0</td>
</tr>
</tbody>
</table>

### D. 3D Reconstruction Over Baselines

We compared three different baseline distances to find the minimum error for the reconstructed points in a large area data set. First, we selected a short distance of 0.139 m to find the reconstructed points. Then, the baseline was increased to 0.197 m and finally 0.4 m to see the differences for those three different baselines. Our method used the values averaged from those distances for the next process to obtain the minimum reconstruction error.

A small baseline, shown in Fig. 16(b) by the blue trajectory, between 0.03 m and 0.15 m is visualized by a blue color path in Fig. 16(a). The middle baselines between
0.15 m and 0.25 m as well as large baseline distances greater than 0.25 m are visualized with green and red color paths in Fig. 16(b) and (a), respectively. For the small baseline case the average reconstruction error was 2.0% higher than for the middle baseline. The feature point matching the reconstruction became inefficient and missed the tracking of a few points when the baseline was 0.4 m or larger values. Thus, this high error increased the average error over 15.0% for the large baseline case since the target was lost in the view of camera. The best baseline range is at the middle range values, between 0.15 m to 0.25 m, which are shown in Table VI and Fig. 16(c). The best reconstruction error was for the middle baseline case with 5 to 7 images by 7.68% average value.

E. Optimal Image Number for Memory and Time Efficiency

The method in Section IV.E determined the optimal image number for each sequence. The optimal number of observations, \( n \), was determined according to maximum accuracy, minimum error of reconstructed coordinates, maximum computational time, and system memory. This method obtained the minimum error when the system was working with full memory capacity as well as the maximum number of images possible to take along the trajectory. Each image had an average size of 0.156 MB, so the maximum number of images is given by \( n = \frac{\text{Size}_{体積}}{0.156} \). However, the time was the more important criterion for the reconstruction process.

The computational time for different quantities of images is given by Table VII. We considered the time to compute the 3D coordinates of each feature point from each image. The computational time was increasing almost linearly around 1 second for each image pair. The bold numbers give the minimum error for the common reconstruction error values of the datasets. The cost function values were derived from the average reconstruction error curve, computation time, and data size; given in the first two lines of Table VII with a minimum value of 6. The triangulation process gave the best value around the fifth triangulation using six observations, and we selected this value to be the optimal number for the reconstruction subset. Since, we obtained the best reconstruction error at that point, 6 images were used to get a minimum computational time and data size. The computational time for the 5th reconstruction step with 6 images was 6.25 seconds and the data size was 0.93 MB with a minimum calculated error of 3.34%.

F. Comparison Among Data Sets and Other Methods

We compared the other data sets listed in Fig. 13 with the average reconstruction error and computational time. Table III also gives these four data sets. Table VIII gives the average reconstruction error and the average reconstruction time comparison for each data set. The reconstruction process was 18.7813 seconds for the long time data set and 15.4669 seconds for the rotated path data set. The reconstruction accuracy was sufficient with 3.34% and 5.20% respectively. The reconstruction time was faster with 7.7334 seconds for the long path data set; however, reconstruction error was 7.58% which is lower than the previous two methods.

The computational time was 7.7334 seconds for the long path data set extended tracking; however, the reconstruction error was 7.58% which is lower than the previous two methods. Reconstruction time was 23.2004 seconds for the large area data set; however, reconstruction error was 7.58% which is lower than the previous two methods. Reconstruction time was 15.4669 seconds for the long path data set, and the computational time in the case of using only two observations of the proposed method. The three sensor settings were able to track fairly close in order to find the reconstructed pixel coordinates. The size of the data set was small for the IR O-D case since the color information was not necessary and the image sizes were lower. The computational time was relatively lower for the color case and stereo case as they only require one observation from multiple sensors.

The IR O-D sensor had similar results as the other color camera and as the stereo methods, with a reconstruction error shown in Table IX. The proposed method gave very close results for average reconstruction error at 10.64%, to Color O-D Methods [9], and had a 3.13% higher error compared to the Stereo Method [2]. However, we increased the reconstruction accuracy by raising the number of observations.
TABLE X

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Size (MB)</th>
<th>Reconstruction Time (s)</th>
<th>Reconstruction Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Mirror [22]</td>
<td>0.936 MB</td>
<td>6.25</td>
<td>6.61</td>
</tr>
<tr>
<td>Perspective + Color O-D [9]</td>
<td>10.92 MB</td>
<td>18.0</td>
<td>10.00</td>
</tr>
<tr>
<td>Multiple Mirror [2]</td>
<td>0.936 MB</td>
<td>0.35</td>
<td>8.44</td>
</tr>
<tr>
<td>Data Size (6 IR images)</td>
<td>0.468 MB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Perspective + Color O-D [9]</td>
<td>70 images</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multiple Mirror [2]</td>
<td>2 images</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Size (1 image)</td>
<td>1 image</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The minimally required data size based on Section VI.D, was 0.156 MB for IR O-D, which was 80.0% smaller than Color O-D + perspective and was 60.0% smaller than the Stereo O-D for the triangulation case. For the Stereo case the computational time process was completed in half of our proposed method’s time since it uses only two images.

Four methods were compared in terms of the minimum data requirement for the minimum error result. The proposed method was 0.90% better than the average reconstruction error and 7.51% better than the Multiple Mirror Method [2]. It was 1.83% better than the Color O-D Method [9] and was 3.39% better than the Single Mirror Method [22]. The data size for the proposed method was around 90.0% smaller than [22] and was 50.0% larger than the average data size of [2]. The average reconstruction time of the Single Sensor Method was 18 seconds, which is longer than the proposed method by 7.67 seconds; however, the Multiple Sensor method had a shorter reconstruction time of 0.35 seconds. Concerning the data size required for these reconstruction methods, the proposed method used an average of six IR images and 0.936 MB of data size for reconstruction, which was significantly smaller than the single mirror method and almost equivalent with other methods, and reconstruction error improved, shown in Table X. The sensory setting of the proposed method increased, which in turn extends the conditions for use (daytime and nighttime) in addition to improved 3D reconstruction results in spite of having lower resolution and less camera sensors than compared works.

VI. CONCLUSION

We proposed Dynamic 3D Reconstruction (D3DR) that used correlation based detection and corner feature detection methods to find the best feature points in noisy thermal O-D images. We first used the target detection method to find the central position of the objects and determined the target area. Then we used the second method to detect more intense feature points for the reconstruction of the low noise region. The best number of observations, the baseline distance between observations, and the distance from the target region were also calculated in the experimental section to improve the results of 3D reconstruction. We were able to show that the comparison of the results between the proposed IR O-D and the color O-D camera was on average 1.38% improvement in the reconstruction error while being 3.39% better than the Single Mirror Method; even though 90.0% less data size was required compared to other studies and it took approximately an equal amount of computational time. We plan to track target trajectories using the 3D reconstruction results and recalculate the distance of the target region as a future work of this research.
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