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Abstract—Visual perception is an important component for human–robot interaction processes in robotic systems. Interaction between humans and robots depends on the reliability of the robotic vision systems. The variation of camera sensors and the capability of these sensors to detect many types of sensory inputs improve the visual perception. The analysis of activities, motions, skills, and behaviors of humans and robots have been addressed by utilizing the heat signatures of the human body. The human motion behavior is analyzed by body movement kinematics, and the trajectory of the target is used to identify the objects and the human target in the omnidirectional (O-D) thermal images. The process of human target identification and gesture recognition by traditional sensors have problem for multitarget scenarios since these sensors may not keep all targets in their narrow field of view (FOV) at the same time. O-D thermal view increases the robots’ line-of-sights and ability to obtain better perception in the absence of light. The human target is informed of its position, surrounding objects and any other human targets in its proximity so that humans with limited vision or vision disability can be assisted to improve their ability in their environment. The proposed method helps to identify the human targets in a wide FOV and light independent conditions to assist the human target and improve the human–robot and robot–robot interactions. The experimental results show that the identification of the human targets is achieved with a high accuracy.

Index Terms—Command cognition, human motion analysis, multiple human targets, multiple robots, omnidirectional (O-D) camera, robotic perception, target identification, thermal vision, visual perception, walking behavior.

I. INTRODUCTION

VISUAL perception for robotic systems has been the center of attraction and utilized in many different platforms and methods. The cognition in robots is used to understand their environment, recognize the surrounding objects, and identify human targets. The interaction between robots and humans is the most significant application of visual perception for autonomous systems. In order to interact with humans and the other robots, it is very critical to obtain accurate information such as behavior, shape, and movement. A successful analysis of these features of human targets will provide a reliable identification and recognition of the targets. The current methods are focused on human–robot interaction by focusing on a single target of interest or the behavior analysis of a group of targets. The identification of human targets and surrounding objects plays a critical role before there can be interaction between humans and robots. However, traditional sensors do not provide adequate field of view (FOV) to keep multiple targets in view and analyze the body features and human motion behaviors. The process of human gesture command recognition requires sufficient space for the command gestures and multiple human targets to track. After identification of the human targets and the surrounding objects, it is important for the robot to assist the target of interest in order to fulfill the demands of humans in their environment.

The proposed method addresses the problem in human target identification and gesture recognition, and meets the needs of humans with disabilities and humans who require assistance for critical missions under limited lighting conditions such as rescue and military operations. We used an omnidirectional (O-D) thermal imager to cover a wide FOV, horizontal 360°, and utilize the heat signature of a human body and the surrounding objects. The human thermal view is analyzed to understand the behavior of its trajectory and the movement kinematics during the target’s motion. We have obtained a personal behavior signature for each human target to navigate around other humans while they are informed about their surroundings. Our method identifies the human targets with high accuracy and assists them by increasing their limited vision capabilities and solves the target identification and gesture recognition problems coming from traditional methods.

The article is organized as follows. Section II discusses related works. Section III discusses visual perception for human–robot interaction from motion behavior. Section IV discusses experimental results, and Section V includes conclusion and future work.

II. RELATED WORKS

The related studies for the perception of multiple robots utilizing the combination of O-D thermal visual system, stereo thermal, and monocular thermal sensor is given in two sections. First, the literature search in terms of the robotic perception to understand its environment for the human–robot interaction is given in Section II-A. Second, Section II-B examines the relevant studies in the sense of interaction between humans and robots for command cognition. Table I shows the related studies in terms of their methods of robotic perception and analysis for the interaction.
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A. Robotic Perception

The robotic perception is a critical factor for the applications of autonomous systems, security and safety, behavior analysis, and human–robot interaction. The visual perception is the most significant element for robotics systems. Some studies have been applied to visual perception in robotic systems with respect to human activity analysis and motion-based behavior analysis [1]–[6]. Thermal and visible sensors were combined to identify people with dual-path network so that large-crossmodality and intracrossmodality caused by multiple sensors can be handled [7]. Gait recognition and person identification have also been applied to obtain more information from human targets [8]–[11]. Thermal image-based deep convolutional neural network method has been used gait-based human identification since the human face recognition is not possible from thermal images [12]. Visual perception helps to detect the arms or hands and coordinate these parts from the inspiration of human-like behaviors as well as for hand grasp analysis [13]. In order to improve the robotic visual perception, an O-D vision system is utilized with multiple systems such as door knob hand recognition system, three-dimensional (3-D) model based tracking system, and visual-compass system [14]–[16]. These are utilized to improve the robotic visual perception for autonomous systems.

B. Interaction of Humans and Robots for Command Cognition

Human–robot interaction for command cognition is inspired from interaction among humans [17], [18]. In order to show the vocal interaction between robot and human, self-localization of a robot by analysis of spoken sentences is proposed in [19]. Language acquisition from speech signals and image-based sign language recognition by robot is another method for the interaction proposed in [20] and [21]. Visual analysis of human actions is the most significant method for the social cognition to understand human behaviors [22]–[30]. A gaze tracking system is used to predict the effects of display clutter in real time [22], [23]. Human behaviors are evaluated when a human interacts with objects [24]. The actions are analyzed to acquire information about the weight of objects during the lifting process of the robot [25]. Human activities are investigated to recognize by a sensor network [26]. RGB-D sensors are used for human activity recognition using soft labels [27], navigation assistance to guide people with vision loss [28], and human–object interaction [29]. A perception system combines detection of several features of humans for the interaction [30]. A robot is manipulated by a brain–machine interaction after reading the operator’s mind, while the operator sees the robot’s vision [31]. Far-infrared sensor array has been used to recognize the commands from hand gesture [32]. Since it is difficult to spot hand gesture from low-resolution thermal image sequence, a voting-based approach is used to spot the hand gesture. Human–robot interaction for gesture recognition utilizes deep learning method in some works [33], [34]. Recent conventional methods and the deep learning-based methods require training process and a training dataset. Additional advantage of our method is to maintain the operation time without light dependency, while these methods can maintain their mission under limited light conditions. Our method overcomes the training process and maintains the operation process with no light dependency.

III. VISUAL PERCEPTION FOR HUMAN–ROBOT INTERACTION FROM MOTION BEHAVIOR

We proposed a new method to identify the human targets in the thermal O-D scene by using robotic visual perception for command cognition. This method improves the visual perception ability of the human targets while they have limited vision and helps targets to understand their environment by notifying them about their surroundings from the robotic vision system. The identification of the human targets is the initial objective while concurrently understanding the surroundings and visualizing the scenario for the human target. Section III-A analyzes the human targets with respect to their body kinematics. Section III-B utilizes the trajectories of each human target to categorize the targets. Then, Section III-C identifies each human target from the information obtained through the analysis of human kinematics and trajectories. Finally, gesture analysis is given for command cognition of human–robot and robot–robot interactions in Section III-D.

A. Human Kinematics Analysis

Human kinematics analysis is the first criteria to identify a human during its motion or static scene. Human bodies are extracted from the thermal view and those regions are evaluated by separation of the human blobs. The human targets are selected from dynamic targets for analysis of kinematics and trajectories to evaluate our method. The main target knows the commands and is in an upright position. The orientation of the human body around the arm region \( \{ X_A, Y_A, Z_A \} \), legs \( \{ X_{R,L}, Y_{R,L}, Z_{R,L} \} \), and head for the upper part of the target’s blob \( \{ X_U, Y_U, Z_U \} \) is obtained for each human. Human body gives some clues about the disposition during the movement or static state. The propensity to a direction is also derived from the evaluation of the orientation between those kinematics. If we consider the angle between head and legs and the legs are open with a specific angle, the head kinematics gives the direction of movement from the slope of head. In Fig. 1, we can see human target \( H_1 \) being illustrated with a walking direction to the left and the head tilted toward the same direction. In case of a static state of the target, the orientation between head, legs, and body including arms may be similar to human targets \( H_{3,4} \).

The images from each sensors are converted to binary images by binarize(), then connected_components() finds the candidate regions in the binary images. For the human regions, human_detect() uses the human body ratios (decided in Section IV-C) to height/width ratio from candidate regions. The human regions are selected by human_detect() and separated into five equal rows by separate() in Algorithm 1 as the upper...
Algorithm 1: Target Kinematic Analysis.

1: Input: O-D Thermal image I_{OD}, Stereo Thermal images I_S, Perspective Thermal image I_P, Threshold for binarization T_b
2: Output: Head kinematics \( K_H \), Arm region kinematics \( K_A \), Leg kinematics \( K_L \)
3: \( OD_b, S_b, P_b \leftarrow \text{binarize}(I_{OD}, I_S, I_P) \) with Threshold \( T_b \)
4: for all \( I = OD_b, S_b, P_b \) do
5: \( TR \leftarrow \text{connected_components}(I) \) / / \( TR \) is target region candidates
6: for all \( TR \) do
7: Given human body ratio \( r_h \), height \( h_h \), width \( w_h \)
8: \( T_H \leftarrow \text{human_detect}(TR, r_h, h_h, w_h) \) / / \( T_H \) is human target regions among the target regions
9: \( U_h, A_h, L_h \leftarrow \text{separate}(T_H) \) / / \( U_h, A_h, L_h \) are head, arm, and leg regions for \( h^b \) target
10: for all \( U_h, A_h, L_h \) do
11: \( K_H, K_A, K_L \leftarrow \text{PCA}(U_h, A_h, L_h) \) / / \( K_H, K_A, K_L \) are kinematics of head, arm region, and leg regions
12: end

part is head, the lower two rows are legs, and the middle two rows are the region including arms. Principal component analysis (PCA) is applied to the human regions in the thermal images after the whole human silhouette is separated for regions of head, arm region, and legs. The threshold value is selected from a human body heat signature for each sensor to identify the humanlike regions. The PCA method gives us the direction vector of these regions so that the orientation can be obtained from the direction vector of head, arm region, and legs. The algorithm of this process is given as follows.

After the kinematics of each human is analyzed with the orientations, the human targets are labeled with respect to their movement trends. The same process is applied from a different point of view by using another robotic visual perception. The position information of each robot, \( R_r, T_r \), is used to transfer the human body kinematics for another view direction (see Fig. 2). The kinematics of each human target is obtained for the second visual perception and the first O-D kinematics are transferred to the second robot’s position. This transfer is derived from each labeled target’s kinematics, and the rotation matrix and translation vector of the transformation (1). The transferred kinematics for the second robot’s point of view is given with \( H_S \) and the kinematics from the first robot’s point of view, \( [X_H \ Y_H \ Z_H] \), are multiplied with rotation between the orientation of the robots and a translation between the robots is also added

\[
H_S = \begin{bmatrix}
cos \theta_r & -\sin \theta_r & 0 \\
\sin \theta_r & \cos \theta_r & 0 \\
0 & 0 & 1 
\end{bmatrix} + \begin{bmatrix}
x_r \\
y_r \\
z_r 
\end{bmatrix}. \tag{1}
\]

The correlation between two sets of kinematics will be used to decide the labeled targets from two robotic perceptions to relate the same targets in two different thermal views.

B. Human Trajectory Analysis

The trajectories of the human targets are analyzed in the thermal scene with respect to the trajectory pattern of the corresponding target’s feature points. The target regions are detected and the feature points are tracked during its motion, shown in Fig. 3. The width and height of the target region are calculated for a ratio to obtain initial information about the target’s trajectory pattern. The ratio changes depending on the target’s orientation during the rotation about its center. The width and height change for the target’s forward and backward movement with respect
to the robot. When the target’s width increases, the target is considered to be approaching toward the robot. In Fig. 4, the forward and backward movement estimations and the magnitude of the direction vector is given for each robot. The changes of ratios from each robot’s perspective are shown in Fig. 4 as well. These changes are recorded during the target’s motion and updated for a time period by (2). The ratio \( h_s/w_s \) should remain stable if the target does not make a rotation around itself. In order to obtain the approach direction vector \( V_w \), the width \( w_s \), and the height \( h_s \) are used in the last two images:

\[
V_w = \begin{cases} 
  w_{s,t} - w_{s,t-1} & \text{if } (h_{s}/w_{s})_{t} - (h_{s}/w_{s})_{t-1} = 0 \\
  0 & \text{if } (h_{s}/w_{s})_{t} - (h_{s}/w_{s})_{t-1} \neq 0.
\end{cases}
\]

If there is no change in the difference between consecutive ratios, the direction vector \( V_w \) is derived from the difference between consecutive target’s width in these consecutive images. If the ratio is changing, we consider that the target is just making a rotation around itself.

The target’s horizontal movement is also used for left and right directions in its trajectory. We consider the extracted feature points for a specific target is \( x_f \), and the total number of these extracted feature point for this specific target is \( F \). The horizontal movement of feature points \( x_f \) is tracked after calculation of their average coordinates until the total number of \( F \). Then, the last average of horizontal positions at time \( t-1 \) is subtracted from the current average. This difference helps to obtain the horizontal vector magnitude and the direction \( d_s \) from the following equation:

\[
d_s = \left( \frac{\sum_{f=1}^{F} x_{f,t}}{F} - \frac{\sum_{f=1}^{F} x_{f,t-1}}{F} \right),
\]

A trajectory pattern is created for each target in the O-D thermal image and it is compared with the other robots’ trajectory estimations. Each robot’s estimation uses horizontal and approach vectors to find the final trajectory vector:

\[
V_s = \sqrt{V_w^2 + d_s^2}.
\]

The trajectories for each human target in the O-D thermal image are transformed to the other robot’s coordinate system via transformation matrix.

C. Identification of Human Targets

The identification of each target is done by combining the analysis of human kinematics and the trajectory of each target. The correlation of these features of the related target is derived after the analysis of kinematics and trajectories. After the targets are identified, the commands from the main target are analyzed to control robots’ tasks. The algorithm of the human–robot interaction process from visual perception is given in Fig. 5. The detected target regions are labeled with respect to their identities with two criteria. The first is the mass center of the target region and the second criteria is a box drawn around the target’s labeled region. A vector is obtained from the mass center to the box center to understand the human target’s gesture, shown in Fig. 6. If the vector points to the right direction, the human target commands the robots to track any human target on his right. Then, O-D robot commands one of the robots to track the human target or possible object on the target’s right after receiving the command from the human target.

The human target regions are detected and surrounded with a rectangle frame. The frame is divided into \( S = (H_b/n_{\text{ver}})(W_b/n_{\text{hor}}) \) number of cells to analyze each segment separately, shown in Fig. 7. The number of cells in vertical direction is given with \( n_{\text{ver}} \) and in horizontal direction \( n_{\text{hor}} \). The human target is selected by using connected components...
and separated from the other objects in the target frame. Then, the pixels in every cell are summed by (5) and a total coverage of human target is obtained for the corresponding cell. $B_s$ is the total pixel value of the cell, $s$ is the corresponding cell, $Wb$ and $Hb$ are width and height of the target frame, respectively. Every column and the row of the cells are also summed to have bird’s-eye view and perspective view spectrum of the target as an additional target identical signature

$$B_s = \sum_{x=1}^{x_l} \sum_{y=1}^{y_l} p(x,y).$$  \hspace{1cm} (5) 

Every pixel in this cell is given with the pixel $p$ and the coordinates of this pixel in the cell is $(x,y)$. The last pixel coordinates from the left and bottom of every cell can be calculated from the following equation:

$$x_l = B_s + s_x \left( \frac{Wb}{n_{hor}} \right)$$
$$y_l = B_s + s_y \left( \frac{Hb}{n_{ver}} \right).$$  \hspace{1cm} (6) 

The beginning coordinates of each cell $B_x$ and $B_y$ are obtained from the current coordinates of the target frame, and width and height of the frame from the following equation:

$$B_x = \frac{Wb}{n_{hor}} (s_x - 1)$$
$$B_y = \frac{Hb}{n_{ver}} (s_y - 1).$$  \hspace{1cm} (7) 

The index of each cell is calculated from $s_y = \left\lfloor \frac{(s - 1)}{n_{ver}} \right\rfloor + 1$ by using floor function after division and $s_x = s - s_y$. After obtaining the kinematics for head, arm, and leg regions, corr() decides the correlation of these region kinematics for every thermal image of the same target. Then, movement decision of the corresponding target is made. Another correlation result comes from trajectories by using the target trajectory directions with corr() to decide the final trajectory direction with the highest correlation result. The final decision is made by using two correlation result to identify human targets and label them with a number in step 7, identify(), of Algorithm 2. The algorithm to identify human targets from each robot according to their kinematics and features is given as follows.

The target can command a robot without any voice commands such as an environment that requires silence during the human–robot interaction process. The robot gives the improved vision to the human in limited lighting conditions while visibility is low and controls the other robots according to the human’s command for robot–robot interaction.

---

**Algorithm 2: Target Identification.**

1: **Input:** Kinematics of head $K_h^h$, kinematics of arm region $K_A^h$ and kinematics of legs $K_L^h$ for $h$th target

2: **Output:** Label of each target $L_T^h$

3: for all $H$ (targets) do

4: $C_K \leftarrow \operatorname{corr}(K_h^h, K_A^h, K_L^h) \| C_K$ is correlation result for kinematics

5: $C_V \leftarrow \operatorname{corr}(V_s^h) \| C_V$ is correlation result for trajectory vectors

6: end

7: $L_T^h \leftarrow \operatorname{identify}(C_K, C_V) \| L_T^h$ is labeled targets

---

**D. Command Cognition for Human–Robot Interaction**

Command cognition is one of the supportive methods for human–robot interaction when human needs any assistance for vision, tracking, and navigation. Since humans have limited abilities such as a narrow FOV and a limited visible band, we use O-D IR sensor to increase the tracking of surrounding targets to assist humans by compensating this disadvantage. Thermal stereo and single thermal perspective camera mounted mobile robots are also used to improve the visual perception via multisensory setup and collaboration among the robots. Robot–robot interaction utilizes the multisensory data by collecting and processing the images from all robots. Second part of this interaction is the main robot leads the other robots after receiving the command from the main target. The communication between human–robot and robot–robot provides us an environment which consists of human and various machine systems.

The orientations of human body, head, and the limbs are mapped by using the values of $S = n_{ori} \times n_{hor}$ cells in the target frame while we assign the number of cells in vertical $n_{ori}$ and horizontal direction $n_{hor}$, experimentally, shown in Fig. 8. We also used the bird’s-eye view and perspective view spectrum vectors to validate the correlation by using (8). The correlation of three equal vertical column is used to correlate the spectrum vectors for the bird’s-eye view. For perspective spectrum is analyzed by separating the region below the neck after finding the minimum of the neck row. Then, we checked the correlation of the specific orientation of human body with our command.
cognition dictionary to command the robots with the corresponding gesture and posture

\[
S_p(c) = \sum_{c=1}^{Wh} \sum_{r=1}^{Hb} p(x, y)
\]

\[
S_p(r) = \sum_{r=1}^{Hb} \sum_{c=1}^{Wh} p(x, y).
\]  

(8)

The algorithm to understand human target’s commands from the O-D robot according to human gesture cognition process is given as follows.

The separated cells of target region helps to increase the processing time of every target region from multiple robots’ perspective with respect to the gradient information-based HOG methods. This method also reduces the possible error caused by the noise in thermal images. Gesture cognition algorithm decides the command via correlation between the vertical and horizontal spectrum and specific gesture template after the cell filter allows to pass.

The human–machine environment is obtained by classification of the targets as main target and the targets which are desired to be tracked. The scenarios of cognition and interaction depend on the main target’s commands by using key gesture. We utilize the target’s arm movements as the commands. The target that opens both arms is assigned as the main target and the other targets are selected to be tracked. After the main target lifts the left or right arm, the robots track and follow the target on the side of the main target’s command direction. Fig. 9 illustrates the human–robot environment with three targets and three robots. Main target is selected at time \( t \) by detecting the target’s arms both opened in the images. The robots were tracking different targets to cover larger area by utilizing O-D view and stereo-perspective thermal view. The targets are mapped in 3-D space from the multisensory visual perception. An O-D robot detected the main target’s command at time \( t+1 \) and commands the other robots to focus on the target on its left as part of command cognition. The stereo robot was already tracking the target 1 but the robot equipped with single perspective thermal camera changed its direction to the interested target as part of human–machine collaboration mission. This assignment is done by the gesture command of the human, while O-D robot decides the selection of the interested target. The task can be changed by assigning different interactions from recognized commands from robots.

The process of the human–robot command cognition for the collaboration is shown in Fig. 10. O-D robot collects the thermal images from stereo and perspective robots as inputs. The main target commands via gesture signal and O-D robot recognizes these commands. In order to assist the main target as part of target’s need in a human–robot environment, the output is sent to the robots as processed thermal view with identified targets and assigned targets for each robot along with the positioning

![Fig. 9. Command cognition space illustrates the human–robot interaction while the main target commands the robots to focus on specific target.](image)

![Fig. 10. Map of the command cognition process to inform main target about the surroundings. O-D robot collects the images to recognize the commands and identifies the targets. The main target is informed of surroundings and assisted by the collaboration.](image)

**Algorithm 3: Gesture Cognition.**

1: \( I \) : Gesture command

2: \( S_p \) : Label of each target

3: \( C \) : Assignment of targets; main target

4: \( O-D \) : Gesture Cognition

5: \( G \) : Output: Gesture Cognition

6: \( T \) : Command from O-D robot, \( S_{OD} \), to assign the closest robot \( S \), to \( I \)

7: \( G_T \) : Output: Gesture Cognition

8: \( S_{OD} \) : Command from O-D robot, \( S_{OD} \), to assign the closest robot \( S \), to \( I \)

**Algorithm 4: Command Cognition.**

1: \( S \) : Gesture command

2: \( S_I \) : Bird’s-eye view, \( S^h_p(c) \), and perspective view, \( S^h_p(r) \)

3: \( O-D \) : Gesture Cognition

4: \( M \) : Target from O-D robot, \( S_{OD} \), to assign the closest robot \( S \), to \( I \)

5: \( M \) : Target from O-D robot, \( S_{OD} \), to assign the closest robot \( S \), to \( I \)
in a 3-D map. The main human target is also notified for the surroundings while we use a 3-D map with the positions of robots and targets.

The algorithm of the command cognition for interaction between human–robot and robot–robot shows that the gesture command assigns the main target when both the arms are raised. The main target is watched for the second command to appoint the interested target to be tracked. The gesture command assigns the closest robot $S_C$ to the interested target $I_T$. Then the robots collaborate to follow the humans by interaction between humans and robots.

IV. EXPERIMENTS

The experimental results are organized into four sections. First, human kinematics analysis is discussed in Section IV-A. Second, human trajectory analysis is discussed in Section IV-B. Then, the human targets are identified in the multiple images in Section IV-C. Lastly, in Section IV-D the gesture commands from a human are analyzed and the robots assist the human target in its environment.

A. Human Kinematics Analysis

Human target regions are detected and analyzed in this section. The thermal images from O-D sensor, stereo sensor, and the perspective single sensor are converted to binary images with a threshold pixel value that corresponds to human body temperature. Table II shows the detail about the imaging conditions corresponding to different environment and sensor with the number of targets, covered angle/area, and total number of images.

The connected components in the images are obtained for analysis to find the regions which have human body features such as the size of region and size ratio of human body. The final regions that correspond to human body features are separated into three parts: head, arm, and leg regions. PCA analysis is applied to every part of each target region to determine the orientation of human head, arm region, and legs. PCA provides the angle of the interested region along with the major and minor axes. These components help us to decide the movement tendency of the human target.

The process of obtaining orientations of the human body parts is shown in Fig. 11. First, a gray level image is received from the sensors. Then, the gray level images are converted to binary and based on this binary conversion, a target region is detected. The target region of interest is separated into its parts and the PCA draws circles to every part of the body. In order to find the human body parts, we used the vertical spectrum of the target regions. This spectrum consists of the sum of the pixel values of every row in human target region, plotted in Fig. 11. Local minimum method is applied to find the neck region of the human body to separate the head part. The first local minimum corresponds to the coordinate of the human neck and provides the border between human head and body regions. Then, the remaining part of the image is divided into four equal pieces horizontally and the first two pieces give the arm region, while the last piece gives the leg regions. These regions shown in circles are also provided with the orientation properties individually. The target’s movement tendencies are obtained depending on the orientation of these components, the upper body and the average angle of the legs. If the angles were larger than $75^\circ$, the horizontal movement of the corresponding targets was decided. After the analysis of the target kinematics, we labeled them with five different classes with respect to target’s movement tendency. Target can be moved to the right or left. Target can move away from the main robot or move closer to the robot. The last label is a stable target (right-left, forward-backward directions). Target may be labeled with two of these labels such as moving away and moving to the right or moving closer and moving to the left. The accuracy is compared from the images and given in Table III. O-D sensor provided 22.23% error, while the stereo and single perspective sensors gave 11.42% and 11.12% error, respectively. The error and accuracy are calculated by using 28 000 images, details are given in Table II, actual and estimated
Fig. 12. Target region boxes were tracked in the latest image sequence to have an initial estimation of target trajectories. (a) Original O-D image. (b) Consecutive image. (c) Three targets are detected in unwrapped binary version of first image. (d) Detected targets in unwrapped binary version of consecutive image.

target movement tendencies are compared to obtain the wrong estimations. The reason for high error with O-D sensor was the small size of the targets in the images and sudden changes. Stereo and single perspective sensors offered an advantage to reduce this error with the additional views.

B. Human Trajectory Analysis

The target regions were detected and separate boxes were fitted to these regions. The target boxes were tracked in consecutive image frames from every sensor. Two consecutive O-D thermal images are shown in Fig. 12(a) and (b). The targets were detected and shown in the unwrapped binary images for both images [see Fig. 12(c) and (d)]. The change of the tracked boxes can be seen for each thermal sensor in Fig. 12(c) and (d). Two different positions of the target box provided the size, the ratio of height and width, and horizontal movement of the box in the image to create the vectors for each target. After obtaining vectors of the target boxes from each point of view, the boxes were matched on every image by labeling them.

The labeled boxes had a final vector on the plane by adding all matched vectors from every point of view. The magnitude and the angles of the final vectors are used to decide the direction of the targets. The error was calculated from the difference between the final vector and each sensor’s estimation by using 28,000 images in the datasets. From Table III, we can see that perspective single sensor gave a better result by 7.69% error, while the stereo provided 13.46% error for the final target’s direction, which were obtained from the magnitude and the angle accuracies. O-D sensor offers 11.50% error for the decision of the target’s direction while increasing the possible number of targets in a wider FOV.

Fig. 13. Initial decision of target’s gesture command from the center of target box and center of the region mass in O-D and stereo images. (a) Original O-D thermal image. (b) Original thermal image from stereo sensor. (c) Unwrapped O-D thermal image. (d) Detected target in unwrapped binary O-D image. (e) Initial gesture estimation in the image from stereo. (f) Initial gesture estimation from in the O-D image.

C. Identification of Human Targets

The acquired kinematics of the targets and the initial trajectories were utilized from every image, and initial target’s gesture estimation assisted them to identify the human targets from each sensors. The initial gesture command used two criteria. The first, the target region components were extracted for every image. The original O-D and single image from stereo thermal sensor are shown on the top in Fig. 13. O-D images were converted to panoramic images and the targets were detected by using the human body characteristics such as the width/height ratio. We used 0.20 for the lower ratio threshold, while the higher threshold was 0.75. The detected target regions can be seen in Fig. 13. The binary target regions were bounded with a box and the center of this box compared with the center of the target region mass. We obtained a vector from the center of the mass to the center of the box. The direction and magnitude of this vector provided the possible gesture comment to identify targets. The center of the region mass is shown with green star and the center of the target box is shown with a red star in Fig. 13.

The targets from four different perspective, stereo sensors, single sensor, and O-D sensor, were detected and selected with the corresponding color to the identity of the target. The final decision of the target trajectory from every sensor considered as ground truth and error of each sensor were calculated with respect to this ground truth. The accuracy of the target kinematics were obtained from the difference between the kinematics estimation and final decision of target trajectory direction. The initial gesture estimation of the target also associated with the kinematics to match gesture and center body kinematics. A gesture command changed the angle of the arm region kinematics.
Fig. 14. Identified targets from (a) original O-D image, (b) original image from perspective single sensor, (c) right image from stereo sensor, (d) left image from stereo sensor, (e) identified targets from O-D sensors, perspective single, stereo right, and stereo left, respectively.

according to the direction of the raised arm. To avoid this angle change caused by gesture command, we set up a 10% threshold of initial gesture vector. If the vector is larger than this threshold, the angle of upper body kinematics was considered as not giving movement information. The accuracy from each sensor is given in Table III with respect to each sensor’s trajectory and kinematic analysis after utilizing the 28000 images in the datasets. The targets were selected with the specific color with respect to the corresponding target from every view, shown in Fig. 14.

The stereo sensor gave the minimum error for the identification of the targets by 9.38% after utilizing trajectory analysis and kinematic analysis. These two analysis reduced the identification error when they were used together. The stereo sensors utilized the advantage of close image pair with a consistent view and improved the O-D robot’s view and decision by increasing the accuracy. O-D sensor had higher error than the error with only trajectory analysis but provided lower identification error than the error with the kinematics analysis only. Final target identification from every sensor decreased the error around 50% from trajectory or kinematics analysis only and provided 6.25% error for identification of targets.

D. Command Cognition for Human–Robot Interaction

The robots were commanded by use of gesture controls from the main target which was identified in the previous step. The human target region was analyzed by using the vertical and horizontal target region spectrum for the decision of the commands. The variations of possible gesture commands from human target are shown in Fig. 15. First, a map was constructed by using five horizontal and five vertical cells in the box of target region. This provided a separate head region from arm region with the next two rows and the leg region with the last two rows in order to analyze these regions separately. The cell was turned ON if 1/6 of the cell had part of target, shown in Fig. 16.

Fig. 17 shows the sum of the pixel corresponding to the target for every rows in the detected box. The first local minimum provided us the neck region between head and body. The local minimum for the neck is shown with a green bold circle in Fig. 17. The remaining part of the plot provided the arms and legs. The change of the human body silhouette gives information to decide the commands from the main target. If we consider two-dimensional change in the silhouette, it provides unique signatures from the spectrum. While the main target raised an arm, a peak occurred in the spectrum right after the head region, shown in Fig. 17(a)–(c). If both arms were raised, the difference between the peak and right side of the peak increased since the arm regions moved from body to shoulder region. We divided the after head part to four equal pieces and analyzed the first two to decide if both arms were raised or only one. Once we decide it is only one arm raised, we used the horizontal spectrum to decide if the low pixel values were on the left or right side on the spectrum, shown in Fig. 18(a) and (b). Figs. 17(a) and 18(a) matches ensured the left command, and Figs. 17(b) and 18(b) ensured the right command. Figs. 17(c) and 18(c) show the raising of both arms since the horizontal spectrum had low pixel regions on both sides. Figs. 17(d) and 18(d) show a more grouped pattern and this represents a still standing human body.

The horizontal spectrums were analyzed as three pieces so that the difference between these pieces could be more informative about the status of the arms. In order to show the effect of using legs to point left and right or opening both legs, we used vertical spectrums, [see Fig. 17(e) and (f)] and horizontal spectrums [see Fig. 18(e) and (f)]. Since the total pixel value of leg regions did not change for the target region rows, the spectrum appeared similar to the still standing. Leg movements did not give any
Fig. 17. Number of pixels that covers target region is calculated for every row in the target region. The first local minima is used to decide head part of the target region. (a) Left arm is raised, (b) right arm is raised, (c) both arms are spread, (d) both arms are down, (e) left leg is shown, (f) right leg is shown.

TABLE IV
GESTURE ANALYSIS FOR COMMAND COGNITION

<table>
<thead>
<tr>
<th>Command</th>
<th>Left</th>
<th>Right</th>
<th>Spread</th>
<th>Standing</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab Room</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>98.50</td>
<td>1.33</td>
<td>0.60</td>
<td>1.06</td>
<td>1.50</td>
</tr>
<tr>
<td>Right</td>
<td>0.00</td>
<td>94.00</td>
<td>2.41</td>
<td>5.30</td>
<td>6.00</td>
</tr>
<tr>
<td>Spread</td>
<td>0.80</td>
<td>3.00</td>
<td>96.99</td>
<td>4.95</td>
<td>3.01</td>
</tr>
<tr>
<td>Standing</td>
<td>0.70</td>
<td>1.67</td>
<td>0.00</td>
<td>89.04</td>
<td>10.96</td>
</tr>
<tr>
<td>Hallway</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Left</td>
<td>98.36</td>
<td>0.00</td>
<td>2.67</td>
<td>5.68</td>
<td>1.63</td>
</tr>
<tr>
<td>Right</td>
<td>0.00</td>
<td>90.56</td>
<td>12.00</td>
<td>3.41</td>
<td>9.43</td>
</tr>
<tr>
<td>Spread</td>
<td>1.63</td>
<td>0.00</td>
<td>84.00</td>
<td>0</td>
<td>16.00</td>
</tr>
<tr>
<td>Standing</td>
<td>0.00</td>
<td>9.43</td>
<td>1.33</td>
<td>90.91</td>
<td>9.09</td>
</tr>
</tbody>
</table>

The percentage (%) of the detected gesture commands are given in the table. The bold values are the accuracy of correct classification for each gesture command.

vertical, horizontal spectrums combination for the lab room and the hallway datasets. In case of using lab room images, the accuracy was 98.50% for the left gesture dataset, 985 images out of 1000 images were detected successfully, and 94.00% for right gesture command. Horizontal spectrum helped to increase the accuracy for the detection of the spread arms command up to 96.99 and 89.04% for the standing posture. The decision of all robots gave 3.01% error to detect the main target, while the connection strength depends on the distance and decision accuracy. Then, the O-D robot commands the final result of combination to the related robot with 1.50% error for detection of left target and 6.00% error for detection of the right target. The hall way dataset gave a high accuracy with 1.63% error for the left gesture command and 9.43% error for the right gesture command. Since the confusion of right command was with standing movement without any command, this does not cause any problem for the manipulation of the robots. Both datasets provided a high accuracy for making the critical decision of selection of main target with spread arm gesture command. 0.80% confusion for the right command 3.00% for the left command with the spread arm gesture command in the lab room dataset. The main target communicated with the robot and commanded the direction with 96.99% accuracy in the wide lab room conditions. Accuracy of the target identification for every individual robots in hallway dataset is shown in Fig. 20(a), and lab room dataset with the common decision as a final result is given in Fig. 20(b). Stereo and perspective single sensors
are shown in blue circles with blue links to targets in their FOV. O-D sensor is shown in red circle with the red links to the targets to show the human–robot interaction. Our proposed method provided a wide area, from 20.26 to 122.88 m² to understand gesture commands for human–robot interaction. It can be seen in Fig. 20 that our sensors offered 360° FOV from 2.0 to 15.0 m of visual perception for interaction space, while the work in [30] offers from 1.7 to 4 m with maximum 3.35 m² interaction area. The final target identification provided 93.75% accuracy. The accuracy of gesture command decision is also given along with the average accuracy of lab room and hallway datasets, 98.43% for left, 92.28% for right, and 90.49% for the main target. AlexNet method has 76.96% accuracy, a deep learning-based method using VGG16 has 93.07% accuracy while utilizing 55 000 images for training [33], and a deep convolutional neural network (DCNN) method utilized 9360 images and 94.57% accuracy [34]. Our method had 93.75% accuracy for gesture command recognition without a training process and training data while deep learning-based methods require a training process.

Fig. 20. Human–robot interaction with the accuracy of target identification and gesture command detection. (a) Hallway dataset and (b) lab room dataset with the final decision and the average accuracy gesture detection. Gesture command accuracy for the main target, left target, and the right target is shown with Target 1 as target on the right, and Target 2 as target on the left.

V. CONCLUSION AND FUTURE WORK

We proposed human–robot and robot–robot interaction based command cognition by using visual perception. Our method identified the targets from multiple sensors and assisted the human target according to the target’s command. The gesture commands are acquired from identified main target in multiple images. The commands from the main target were interpreted by means of the human–robot interaction, and the other robots were commanded by the O-D robot. 360° thermal view of the O-D robot helps to collaborate multiple robots from any perspective. The fusion of O-D, stereo, and single thermal camera improved the visual perception to track human targets in wider FOV and under low lighting environments. O-D sensor provided an advantage to create multiview perception to any direction with the other sensors.

We plan to utilize the identified multiple human targets and the gesture recognition to predict targets’ next moves. This will allow us to track targets more precisely and estimate their behavior trends.

REFERENCES


