Irregular Breathing classification from Multiple Patient Datasets using Neural Networks
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Abstract— Complicated breathing behaviors including uncertain and irregular patterns can affect the accuracy of predicting respiratory motion for precise radiation dose delivery [3-6, 25, 36]. So far investigations on irregular breathing patterns have been limited to respiratory monitoring of only extreme inspiration and expiration [37]. Using breathing traces acquired on a Cyberknife treatment facility, we retrospectively categorized breathing data into several classes based on the extracted feature metrics derived from breathing of multiple patients. The novelty of this paper is that the classifier using neural networks can provide clinical merit for the statistical quantitative modeling of irregular breathing motion based on a regular ratio representing how many regular/irregular patterns exist within an observation period. We propose a new approach to detect irregular breathing patterns using neural networks, where the reconstruction error can be used to build the distribution model for each breathing class. The proposed irregular breathing classification used a regular ratio to decide whether or not the current breathing patterns were regular. The sensitivity, specificity, and receiver operating characteristic (ROC) curve of the proposed irregular breathing pattern detector was analyzed. The experimental results of 448 patients’ breathing patterns validated the proposed irregular breathing classifier.
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I. INTRODUCTION

Radiation developments in image-guided radiation therapy offer the potential of precise radiation dose delivery to most patients with early or advanced lung tumors [1-6]. While early stage lung tumors are treated with stereotactic methods, locally advanced lung tumors are treated with highly conformal radiotherapy, such as intensity modulated radiotherapy (IMRT) [2]. Both techniques are usually planned based on four-dimensional computed tomography [1]. Thus, the prediction of individual breathing cycle irregularities is likely to become very demanding since tight safety margins will be used. Safety margins are defined based on the initial planning scan that also analyzes the average extent of breathing motion, but not the individual breathing cycle. In the presence of larger respiratory excursions, treatment can be triggered by respiration motion in such a way that radiation beams are only on when respiration is within predefined amplitude or phase [39]. Since margins are smaller with more conformal therapies, breathing irregularities might become more important unless there is a system in place that can stop the beam in the presence of breathing irregularities. Real-time tumor-tracking, where the prediction of irregularities really becomes relevant [25], has yet to be clinically established.

The proposed methodology for irregular breathing classification may impact the dose calculation for patient treatments [12-13]. The highly irregularly breathing patient may be expected to have a much bigger internal target volume (ITV) than a regular one, where ITV contains the macroscopic cancer and an internal margin to take into account the variations due to organ motions [12]. Thus, the detection of irregular breathing motion before and during the external beam radiotherapy is desired for minimizing the safety margin [13]. Only a few clinical studies, however, have shown a deteriorated outcome with increased irregularity of breathing patterns [1, 13, 25], probably due to the lack of technical development in this topic. Other reasons confounding the clinical effect of irregular motion such as variations in target volumes or positioning uncertainties also influence the classification outcomes [12-14, 25]. The newly proposed statistical classification may provide clinically significant contributions to minimize the safety margin during external beam radiotherapy based on the breathing regularity classification for the individual patient. An expected usage of the irregularity detection is to adapt the margin value, i.e., the patients classified with regular breathing patterns would be treated with tight margins to minimize the target volume. For patients classified with irregular breathing patterns safety margins may need to be adjusted based on the irregularity to cope with baseline shifts or highly fluctuating amplitudes that are not covered by standard safety margins [12-13].

There exists a wide range of diverse respiration patterns in human subjects [8-14]. However, the decision boundary to distinguish the irregular patterns from diverse respiration is not clear yet [14, 37]. For example, some studies defined only two (characteristic and uncharacteristic [13]) or three (small, middle, and large [12]) types of irregular breathing motions based on the breathing amplitude to access the target dosimetry [12-13]. Our purpose is to classify irregular patterns, given symptoms that fit into neither the regular pattern nor the regular compression pattern categorizations [23]. Respiratory patterns can be classified as normal or abnormal patterns [37]. The key point of the classification as normal or abnormal breathing patterns is how to extract the dominant feature from the original breathing datasets [15-16, 32-35, 40]. For example, Lu et al. calculated a moving average curve using a fast Fourier transform to detect respiration amplitudes [37]. Some studies showed that the flow volume curve with neural networks can be used for the classification of normal and abnormal respiratory patterns [9-10]. However, spirometry data are not commonly used for abnormal breathing detection during image-guided.
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radiation therapy [9].

To detect irregular breathing, we present a method that retrospectively classifies breathing patterns using multiple patients-breathing data originating from a Cyberknife treatment facility [17]. There is no implicit assumption made for the future breathing patterns at the time of treatment. The multiple patients-breathing data contain various breathing patterns. For the analysis of breathing patterns, we extracted breathing features, e.g., vector-oriented feature [34-35], amplitude of breathing cycle [36-37] and breathing frequency [14], etc., from the original dataset, and then classified the whole breathing data into classes based on the extracted breathing features. To detect irregular breathing, we introduce the reconstruction error using neural networks as the adaptive training value for anomaly patterns in a class.

The contribution of this paper is threefold: First, we propose a new approach to detect abnormal breathing patterns with multiple patients-breathing data that better reflect tumor motion in a way needed for radiotherapy than the spirometry. Second, the proposed new method achieves the best irregular classification performance by adopting Expectation-Maximization (EM) based on the Gaussian Mixture model with the usable feature combination from the given feature extraction metrics. Third, we can provide clinical merits with prediction for irregular breathing patterns, such as to validate classification accuracy between regular and irregular breathing patterns from ROC curve analysis, and to extract a reliable measurement for the degree of irregularity. This paper is organized as follows. In Section II, the theoretical background for the irregular breathing detection is discussed briefly. In Section III, the proposed irregular breathing detection algorithm is described in detail with the feature extraction method. The experimental results are presented in Section IV. A summary of the performance of the proposed method and conclusion are presented in Section V.

II. BACKGROUND

Modeling and prediction of respiratory motion are of great interest in a variety of applications of medicine [7, 18-21]. Variations of respiratory motions can be represented with statistical means of the motion [19] which can be modeled with finite mixture models for modeling complex probability distribution functions [22]. This paper uses the expectation-maximization (EM) algorithm for learning the parameters of the mixture model [26, 41]. In addition, neural networks are widely used for breathing prediction and for classifying various applications because of the dynamic temporal behavior with their synaptic weights [4, 23-25, 38]. Therefore, we use neural networks to detect irregular breathing patterns from feature vectors in given samples.

A. Expectation-Maximization (EM) based on Gaussian Mixture model

A Gaussian mixture model is a model-based approach that deals with clustering problems in attempting to optimize the fit between the data and the model. The joint probability density of the Gaussian mixture model can be the weighted sum of \( m > 1 \) components \( \phi(x | \mu_m, \Sigma_m) \). Here \( \phi \) is a general multivariate Gaussian density function, expressed as follows [26]:

\[
\phi(x | \mu_m, \Sigma_m) = \frac{\exp \left( -\frac{1}{2} (x - \mu_m) ^ T \Sigma_m^{-1} (x - \mu_m) \right)}{(2\pi)^{d/2} |\Sigma_m|^{1/2}},
\]

where \( x \) is the \( d \)-dimensional data vector, and \( \mu_m \) and \( \Sigma_m \) are the mean vector and the covariance matrix of the \( m \)th component, respectively. A variety of approaches to the problem of mixture decomposition have been proposed, many of which focus on maximum likelihood methods such as the EM algorithm [41].

An EM algorithm is a method for finding maximum likelihood estimates of parameters in a statistical model. EM alternates between an expectation step, which computes the expectation of the log-likelihood using the current variable estimate, and a maximization step, which computes parameters maximizing the expected log-likelihood collected from the E-step. These estimated parameters are used to select the distribution of variable in the next E-step [22]. The EM was applied due to the unsupervised nature of unlabeled datasets.

B. Neural Network (NN)

A neural network is a mathematical model or computational model that is inspired by the functional aspects of biological neural networks [27]. A simple NN consists of an input layer, a hidden layer, and an output layer, interconnected by modifiable weights, which are represented by links between the layers. Our interest is to extend the use of such networks to pattern recognition, where network input vector \( (x_i) \) denotes elements of extracted breathing features from the breathing dataset and intermediate results generated by network outputs will be used for classification with discriminant criteria based on clustered degree. Each input vector \( x_i \) is given to neurons of the input layer, and the output of each input element is made equal to the corresponding element of the vector. The weighted sum of its inputs is computed by each hidden neuron \( j \) to produce its net activation (simply denoted as \( net_j \)). Each hidden neuron \( j \) gives a nonlinear function output of its net activation \( \Phi(\cdot) \), i.e., \( \Phi(net_j) = \Phi(\sum_{i=1}^{N} w_{ij} x_i + w_{0j}) \) in (2). The process of output neuron \( k \) is the same as the hidden neuron. Each output neuron \( k \) calculates the weighted sum of its net activation based on hidden neuron outputs \( \Phi(net_i) \) as follows [28]:

\[
net_k = \sum_{j=1}^{H} w_{kj} \Phi \left( \sum_{i=1}^{N} x_i w_{ij} + w_{0j} \right) + w_{0k},
\]

where \( N \) and \( H \) denote neuron numbers of the input layer and hidden layer. The subscripts \( i, j \) and \( k \) indicate elements of the input, hidden, and output layers, respectively. Here, the subscript \( 0 \) represents the bias weight with the unit input vector \( (x_0=1) \). We denote the weight vectors \( w_{kj} \) as the input-to-hidden layer weights at the hidden neuron \( j \) and \( w_{0j} \) as the hidden-to-output layer weights at the output neuron \( k \). Each output neuron \( k \) calculates the nonlinear function output of its net activation \( \Phi(net_k) \) to give a unit for the pattern recognition.

III. PROPOSED IRREGULAR BREATHING CLASSIFIER

As shown in Fig. 1, we first extract the breathing feature vector from the given patient datasets in Section A. The extracted feature vector can be classified with the respiratory pattern based on EM in Section B. Here, we assume that each
class describes a regular pattern. In Section C, we will calculate a reconstruction error for each class using a neural network. Finally, in Section D, we show how to detect the irregular breathing pattern based on the reconstruction error.

Fig. 1. Irregular Breathing Pattern Detection with the proposed algorithm.

The proposed process flow is to first find out the feasible feature vector for the efficient classification of breathing patterns based on the discriminant criterion [28] while assuming that each class describes a regular pattern, and then to select the classes of the breathing patterns using the feature vector based on the EM algorithm.

A. Feature Extraction from Breathing Analysis

Feature extraction is a preprocessing step for classification by extracting the most relevant data information from the raw data [34]. In this study, we extract the breathing feature from patient breathing datasets for the classification of breathing patterns.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>FEATURE EXTRACTION METRICS INCLUDING THE FORMULA AND NOTATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>Formula</td>
</tr>
</tbody>
</table>
| AMV (Autocorrelation MAX value) | \[
\max[R_x] \quad R_x(t) = \frac{1}{T} \int_{0}^{T} x(t)x(t+\tau)dt \quad (T: \text{period of observation})
\] |
| ADT (Autocorrelation delay time) | \[
\arg \max \ R_x(t) - \arg \min \ R_x(t)
\] |
| ACC (Acceleration variance) | \[
\text{var}(\Delta x/\Delta t)
\] |
| VEL (Velocity variance) | \[
\text{var}(\Delta x/\Delta t) \quad \text{mean}(1/\text{BC})
\] |
| BRF (Breath Frequency) | \[
\text{BC} = \text{breathing cycle range}
\] |
| FTP (Max Power of Fourier transform) | \[
\max X_k, \quad X(k) = \sum_{n=1}^{N} x(n)e^{-j2\pi(n-k)/N}
\] |
| PCA (Principal Component Analysis Coefficient) | \[
Y = \text{PrinComp}(X)
\] |
| MLR (Multiple Linear Regression Coefficient) | \[
Z = \{Z \cdot Z\}^{-1}Z^Ty
\] |
| STD (Standard deviation of time series data) | \[
\sigma = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - \bar{x})^2}
\] |
| MLE (Maximum Likelihood Estimates) | \[
\hat{\theta}_{MLE} = \arg \max_{\theta} \ln f(x_i | \theta) = -\frac{1}{N} \sum_{i=1}^{N} \ln f(x_i | \theta)
\] |

Table I shows the feature extraction metrics for the breathing pattern classification. We create Table I based on previous entities for breathing features, so that the table can be variable. The feature extraction metrics can be derived from multiple patient datasets with the corresponding formula. To establish feature metrics for breathing pattern classification, we define the candidate feature combination vector (\(\bar{x}\)) from the combination of feature extraction metrics in Table I. We defined 10 feature extraction metrics in Table I. The objective of this section is to find out the estimated feature metrics (\(\hat{x}\)) using discriminant criterion based on clustered degree. We can define the candidate feature combination vector as \(\bar{x} = (x_1, ..., x_z)\), where variable \(z\) is the element number of feature combination vector, and each element corresponds to each of the feature extraction metrics depicted in Table I. For example, let us define the number of feature combination vectors as three (\(z = 3\)), where the feature combination vector can be \(\bar{x} = (\text{BRF}, \text{PCA}, \text{STD})\) with three out of 10 feature metrics. The total number of feature combination vectors using feature extraction metrics can be the summation of the combination function \(C(10, z)\) as regards to \(z\) objects (\(z = 2, ..., 10\)), where the combination function \(C(10, z)\) is the number of ways of choosing \(z\) objects from ten feature metrics. For the intermediate step, we may select which features to use for breathing pattern classification with the feature combination vectors, i.e., the estimated feature metrics (\(\hat{x}\)). For the efficient and accurate classification of breathing patterns, selection of relevant features is important [40]. In this study, the discriminant criterion based on clustered degree can be used to select the estimated feature metrics, i.e., objective function \(J(\cdot)\) using within-class scatter (\(S_W\)) and between-class scatter (\(S_B\)) [28-29]. Here we define the \(S_B\) as follows:

\[
S_B = \frac{1}{z} \sum_{i=1}^{z} S_i, \quad S_i = \frac{1}{n_i} \sum_{j=1}^{n_i} (\bar{x}_{ij} - u_i)^2, \quad u_i = \frac{1}{n_i} \sum_{j=1}^{n_i} \bar{x}_{ij},
\]

where \(z\) is the element number of a feature combination vector in \(S_W\), \(G\) is the total number of class in the given datasets, \(S_i\) is the sum of squares of vectors within \(i\)-th class, and \(n_i\) is the data number of the feature combination vector in the \(i\)-th class. We define the \(S_W\) as follows:

\[
S_W = \sum_{i=1}^{G} n_i \times (u_i - u)^2, \quad u = \frac{1}{n} \sum_{i=1}^{G} \bar{x}_{ij},
\]
where $n$ is the total data number of the feature combination vector. The objective function $J$ to select the optimal feature combination vector can be written as follows:

$$J(\hat{E}) = \arg \min_{\tau} \left( \frac{S_x}{S_y} \right),$$

where $\hat{E}$ can be the estimated feature vector for the rest of the modules for breathing patterns classification.

As shown in Section IV.A, three channel breathing datasets with a sampling frequency of 26 Hz are used to evaluate the performance of the proposed irregular breathing classifier. Here, each channel makes a record continuously in three dimensions for 448 patient datasets. The breathing recording time for each patient is distributed from 18 minutes to 2.7 hours, with 80 minutes as the average time at the Georgetown University CyberKnife treatment facility.

B. Clustering of Respiratory Patterns based on EM

This section is aimed at finding the optimal number of clustering of respiratory patterns in the given datasets. We assume that the total 448 patients breathing patterns can be categorized into several classes (M), where each class (m) is optimized with the finite mixture model. We increase the M (from 2 to 8 in Section IV.C) components to optimize the Gaussian mixture model using the EM algorithm.

After extracting the estimated feature vector ($\hat{E}$) for the breathing feature, we can model the joint probability density that consists of the mixture of Gaussians $\phi(\hat{E} | \mu_m, \Sigma_m)$ for the breathing feature as follows [22, 26]:

$$p(\hat{E}; \Theta) = \sum_{m=1}^{M} \alpha_m \phi(\hat{E} | \mu_m, \Sigma_m), \quad \alpha_m \geq 0, \quad \sum_{m=1}^{M} \alpha_m = 1,$$

where $\hat{E}$ is the $d$-dimensional feature vector, $\alpha_m$ is the prior probability, $\mu_m$ is the mean vector, $\Sigma_m$ is the covariance matrix of the $m^{th}$ component data, and the parameter $\Theta \equiv \{ \alpha_m, \mu_m, \Sigma_m \}^T$ is a set of finite mixture model parameter vectors. For the solution of the joint distribution $p(\hat{E} | \Theta)$, we assume that the training feature vector sets $\hat{E}_k$ are independent and identically distributed, and our purpose of this section is to estimate the parameters $\{ \alpha_m, \mu_m, \Sigma_m \}$ of the M components that maximize the log-likelihood function as follows [26, 41]:

$$L(M) = \sum_{k=1}^{K} \log p(\hat{E}_k; \Theta),$$

where $M$ and $K$ are the total cluster number and the total number of patient datasets, respectively. Given an initial estimation $\{ \alpha_0, \mu_0, \Sigma_0 \}$, E-step in the EM algorithm calculates the posterior probability $p(m | \hat{E}_k)$ as follows:

$$p(m | \hat{E}_k) = \alpha_m^{(i)} \phi(\hat{E}_k | \mu_m^{(i)}, \Sigma_m^{(i)}) \int \sum_{m=1}^{M} \alpha_m^{(i)} \phi(\hat{E}_k | \mu_m^{(i)}, \Sigma_m^{(i)}),$$

and then M-step is as follows:

$$\alpha_m^{(i+1)} = \frac{1}{K} \sum_{k=1}^{K} p(m | \hat{E}_k)$$

$$\mu_m^{(i+1)} = \frac{1}{\sum_{k=1}^{K} p(m | \hat{E}_k)} \sum_{k=1}^{K} p(m | \hat{E}_k) \hat{E}_k$$

$$\Sigma_m^{(i+1)} = \frac{1}{\alpha_m K} \sum_{k=1}^{K} p(m | \hat{E}_k) \hat{E}_k (\hat{E}_k - \mu_m^{(i)})(\hat{E}_k - \mu_m^{(i)})^T$$

With (8) in the E-step, we can estimate the $\mu^m$ posterior probability $p(m | \hat{E}_k)$. Based on this estimate, we get the new $\mu$ and $\Sigma$ in the $(i+1)$ iteration. Based on clustering of respiratory patterns, we can make a class for each breathing feature with the corresponding feature vector ($\hat{E}^m$) of class $m$. With the classified feature combination vector ($\hat{E}^m$), we can get the reconstruction error for the preliminary step to detect the irregular breathing pattern.

For the quantitative analysis of the cluster models, we use two criteria for model selection, i.e., Akaike information criterion (AIC) and Bayesian information criterion (BIC), among a class of parametric models with different cluster numbers [31]. Both criteria measure the relative goodness of fit of a statistical model. In general, the AIC and BIC are defined as follows: $AIC = 2k - 2ln(L)$, $BIC = 12 ln(n) - k ln(n)$, where $n$ is the number of patient datasets, $k$ is the number of parameters to be estimated, and $L$ is the maximized log-likelihood function for the estimated model that can be derived from (7).

C. Reconstruction Error for Each Cluster using NN

Using the classification based on EM, we can get M classes of respiratory patterns, as shown in Fig. 1. With the classified feature vectors ($\hat{E}^m$), we can reconstruct the corresponding feature vectors ($\hat{E}^m$) with the neural networks in Fig. 2 and get the following output value,

$$\hat{E}^m = \Phi \left( \sum_{j=1}^{H} w_j \hat{E}^m \sum_{i=1}^{N} \hat{E}^m w_i + w_j \right) + w_i,$$

where $\Phi$ is the nonlinear activation function, and $N$ and $H$ denote the total neuron number of input and hidden layers, respectively. The neural weights ($w$) are determined by training samples of multiple patient datasets for each class M. Then, the neural networks using a multilayer perceptron for each class in Fig. 2 calculate the reconstruction error ($\delta^m$) for each feature vector $\hat{E}$, as follows [23]:

$$\delta_i^m = \frac{1}{F} \sum_{j=1}^{F} (\hat{E}_j^m - \hat{E}_j^m)^2.$$

where $i$ is the number of patient datasets in a class $m$, and $f$ is the number of features. After calculating the reconstruction error ($\delta^m$) for each feature vector in Fig. 2, $\delta^m$ can be used to detect the irregular breathing pattern in the next section.
D. Detection of Irregularity based on Reconstruction Error

For the irregularity breathing detection, we introduce the reconstruction error ($\delta^m$), which can be used as the adaptive training value for anomaly pattern in a class $m$. With the reconstruction error ($\delta^m$), we can construct the distribution model for each cluster $m$. That means the patient data with small reconstruction error can have a much higher probability of becoming regular than the patient data with many reconstruction errors in our approach. For class $m$, the probability ($P_m$), class means ($\mu_m$), and covariance $\Sigma_m$ can be determined as follows:

$$
\beta_m = \frac{1}{K} \sum_{i=1}^{K} I(m \mid \hat{x}_i),
$$

$$
\nu_m = \frac{1}{K} \sum_{i=1}^{K} I(m \mid \hat{x}_i) \delta_i^m,
$$

$$
\Sigma_m = \frac{1}{\beta_m K} \sum_{i=1}^{K} I(m \mid \hat{x}_i) \delta_i^m (\delta_i^m)^T,
$$

where $I(m \mid \hat{x}_i)=1$ if $\hat{x}_i$ is classified into class $m$; otherwise $I(m \mid \hat{x}_i)=0$. $\mu_m$ is the mean value of the classified feature vectors ($\hat{x}_i$) in class $m$, and $K$ is the total number of the patient datasets. To decide the reference value to detect the irregular breathing pattern, we combine the class means (13) and the covariance (14) with the probability (12) for each class as follows:

$$
\overline{\nu} = \frac{1}{M} \sum_{m=1}^{M} \beta_m \nu_m, \quad \Sigma = \frac{1}{M} \sum_{m=1}^{M} \beta_m \Sigma_m.
$$

With (15), we can make the threshold value ($\xi_m$) to detect the irregular breathing pattern in (16), as follows:

$$
\xi_m = \frac{(\nu_m - \overline{\nu}) \sqrt{\Sigma}}{I_m},
$$

where $I_m$ is the total number of breathing data in class $m$. For each patient $i$ in class $m$, we define $P_m$ as a subset of the patient whose score ($\delta_i^m$) is in the threshold value ($\xi_m$) in class $m$ and $1-P_m$ as a subset of the patient whose score ($\delta_i^m$) is greater than the threshold value ($\xi_m$) in class $m$, as shown in Fig. 3.

![Fig. 3. Detection of regular/irregular patterns using the threshold value ($\xi_m$).](image)

The digit $\hat{x}$ represents the entire patient set for class $m$ in Fig. 3. With Fig. 3 we can detect the irregular breathing patterns in the given class $m$ with the threshold value ($\xi_m$). Accordingly, all the samples within the threshold value highlighted with yellow in Fig. 3 can be the regular respiratory patterns, whereas the other samples highlighted with gray in Fig. 3 can become the irregular respiratory patterns.

Fig. 3 shows that the threshold value ($\xi_m$) depicted by dotted lines can divide the regular respiratory patterns ($P_m$) from the irregular respiratory patterns ($1-P_m$) for each class $m$. As shown in Fig. 3, we can summarize the process of the regular/irregular breathing detection, and denote the regular respiratory patterns highlighted with yellow as $\bigcup_{m=1}^{M} P_m$ and the irregular respiratory patterns highlighted with gray as $\bigcup_{m=1}^{M} (1-P_m)$. We will use these notations for the predicted regular/irregular patterns in the following section.

E. Evaluation Method for Irregular Classifier

We apply standard sensitivity and specificity criteria as statistical measures of the performance of a binary classification test for irregularity detection. The classifier result may be positive, indicating an irregular breathing pattern as the presence of an anomaly. On the other hand, the classifier result may be negative, indicating a regular breathing pattern as the absence of the anomaly. Sensitivity is defined as the probability that the classifier result indicates a respiratory pattern has the anomaly when in fact they do have the anomaly. Specificity is defined as the probability that the classifier result indicates a respiratory pattern does not have the anomaly when in fact they are anomaly-free [30]. For the sensitivity and specificity, we can use Fig. 3 as the hypothesized class, i.e., the predicted regular and irregular patterns, as follows:

$$
FN + TN = \bigcup_{m=1}^{M} P_m, \quad TP + FP = \bigcup_{m=1}^{M} (1-P_m).
$$

The proposed classifier should have high sensitivity and high specificity. The given patient data show that the breathing data can be mixed up with the regular and irregular breathing patterns in Fig. 4. There are as yet no gold standard ways of labeling regular or irregular breathing signals. Lu et al. showed, in a clinical way, that the moving average value can be used to detect irregular patterns where inspiration or expiration was considered irregular if its amplitude was smaller than 20% of the average amplitude [37]. In this study, for the evaluation of the proposed classifier of abnormality, we define all the breathing patterns that are smaller than half the size of the average breathing amplitude as irregular patterns, shown with dotted lines in Fig. 4. During the period of observation ($T$), we noticed some irregular breathing patterns. Let us define $BC_i$ as the breathing cycle range for the patient $i$ as shown in Table I and $\psi_i$ as the number of irregular breathing pattern regions between a maximum (peak) and a minimum (valley).

For the patient $i$, we define the true positive/true negatives ($R_i^{TP}/R_i^{TN}$) and the regular ratio ($\gamma_i$) as follows:

$$
R_i^{TP} = \frac{BC_i}{2} \sum_j \psi_i, \quad R_i^{TN} = T_i - \frac{BC_i}{2} \sum_j \psi_i, \quad \gamma_i = \frac{R_i^{TN}}{T_i},
$$

where the ratio ($\gamma_i$) is variable from 0 to 1. For the semi-supervised learning of the TP and TN in the given patient datasets, we used the ratio ($\gamma_i$) of the true negative range ($R_i^{TN}$) to the period of observation ($T_i$) in (18). Let us denote $\Psi_i$ as the regular threshold to decide whether the patient dataset is regular or not. For patient $i$, we would like to decide a TP or TN based on values with the ratio ($\gamma_i$) and the regular threshold ($\Psi_i$), i.e., if the ratio ($\gamma_i$) of patient $i$ is greater than the regular threshold ($\Psi_i$), the patient is true negative, otherwise ($\gamma_i < \Psi_i$) true positive. We should notice also that the regular threshold
can be variable from 0 to 1. Accordingly, we will show the performance of sensitivity and specificity with respect to the variable regular threshold in Section IV.E.

IV. EXPERIMENTAL RESULTS

A. Breathing Motion Data

Table II shows the characteristics of the breathing datasets. The minimum and the maximum recording times are 18 and 166 minutes, respectively.

<table>
<thead>
<tr>
<th>Table II</th>
<th>Characteristics of the Breathing Datasets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Patients</td>
<td>Average Records</td>
</tr>
<tr>
<td>448</td>
<td>80 minutes</td>
</tr>
</tbody>
</table>

To extract the feature extraction metrics in Table I, therefore, we randomly selected 18 minute samples from the whole recording time for each breathing dataset because the minimum breathing recording time is 18 minutes. That means we use 28,080 samples to get the feature extraction metrics for each breathing dataset. Every dataset for each patient is analyzed to predict the irregular breathing patterns. That means we inspect all the datasets to detect the irregular pattern \((\psi_i)\) within the entire recording time. The detected irregular patterns can be used to calculate the true positive/negative ranges \((R_{i}^{TP}/R_{i}^{TN})\) and the ratio \((\gamma_i)\) for the patients.

B. Selection of the Estimated Feature Metrics (\(\xi\))

The objective of this section is to find out the estimated feature metrics \((\xi)\) from the candidate feature combination vector \((\hat{v})\) using discriminant criteria based on clustered degree. Fig. 5 shows all the results of the objective function \(J()\) with respect to the feature metrics number. That means each column in Fig. 5 represents the number of feature extraction metrics in Table I.

The red spot shows the objective function \(J()\) for each feature combination vector, whereas the black and the blue spots represent the averaged objective function and the standard deviation of the objective function with respect to the feature metrics number. We notice that two feature combination vector can have a minimal feature combination vector. Even though \(z=9\) has the minimum standard deviation, a minimum objective function \(J()\) of \(z=9\) is much bigger than those in \(z=3, 4, 5\) and \(6\) shown in Fig 5. The interesting result is that the combinations of BRF, PCA, MLR, and STD have minimum objective functions in \(z=3\) and \(4\). Therefore, we would like to use these four feature extraction metrics, i.e., BRF, PCA, MLR, and STD as the estimated feature vector \((\xi)\) for the rest of modules for breathing patterns classification.

C. Clustering of Respiratory Patterns based on EM

In this section, the breathing patterns will be arranged into groups with the estimated feature vector \((\xi)\) for the analysis of breathing patterns.
In Fig. 6, we can notice that both criteria have selected the identical clustering number; M=5. Therefore, we can arrange the whole pattern datasets into five different clusters of breathing patterns based on the simulation results.

**D. Breathing Pattern Analysis to Detect Irregular Pattern**

Before predicting irregular breathing, we analyze the breathing pattern to extract the ratio ($\gamma_i$) with the true positive and true negative ranges for each patient. For the breathing cycle ($BC_i$) we search the breathing curves to detect the local maxima and minima. After detecting the first extrema, we set up the searching range for the next extrema as 3~3.5 seconds [14]. Accordingly, we can detect the next extrema within half a breathing cycle because one breathing cycle is around 4 seconds [37]. The $BC_i$ is the mean value of the consecutive maxima or minima. Fig. 7 shows the frequency distribution of $BC_i$ for the breathing datasets. The breathing cycles are distributed with a minimum of 2.9 seconds/cycle and a maximum of 5.94 seconds/cycle. The average breathing cycle of the breathing datasets is 3.91 seconds/cycle.

**Fig. 7.** Frequency distribution of breathing cycle ($BC_i$) for the breathing datasets. The breathing cycles are variable from 2.9 seconds/cycle to 5.94 seconds/cycle, with 3.91 seconds/cycle as the average time.

In Fig. 6, we can notice that both criteria have selected the identical clustering number; M=5. Therefore, we can arrange the whole pattern datasets into five different clusters of breathing patterns based on the simulation results.

**Fig. 8.** Frequency distribution of ratio ($\gamma_i$). Here $\gamma_i$ is the ratio of the true negative range ($R_{i, TN}$) to the period of observation ($T_i$), thus it is dimensionless. The ratio ($\gamma_i$) for each breathing dataset is distributed from 0.02 to 1 with 0.92 as the average ratio value.

**Fig. 9.** Frequency distribution of ratio ($\gamma_i$). Here $\gamma_i$ is the ratio of the true negative range ($R_{i, TN}$) to the period of observation ($T_i$), thus it is dimensionless. The ratio ($\gamma_i$) for each breathing dataset is distributed from 0.02 to 1 with 0.92 as the average ratio value. In Fig. 8 we can see that the frequency number of the regular breathing patterns is much higher than that of the irregular breathing patterns in the given datasets. But we can also see that it is not a simple binary classification to decide which breathing patterns are regular or irregular because the frequency distribution of the ratio is analog. We define the vague breathing patterns with the ratio 0.8~0.87 as the gray-level breathing pattern. We have shown the regular/irregular gray-level breathing patterns among the entire dataset in the following figures.

Fig. 9 shows regular breathing patterns in the given datasets. There exist several irregular points depicted with green spots. But most of breathing cycles have the regular patterns of breathing curve. Note that the regular breathing patterns have a higher ratio ($\gamma_i$) in comparison to the irregular breathing patterns.

Fig. 10 shows gray-level breathing patterns in the given datasets. Even though the gray-level breathing patterns show some consecutive irregular points, the overall breathing patterns are almost identical as shown in Fig. 10. Fig. 11 shows irregular breathing patterns in the given datasets. Note that the breathing pattern in Fig. 11(b) with a very low ratio ($\gamma_{1, TN}$=0.51) is void of regular patterns and that there exists a mass of irregular breathing points in Fig. 11.
Fig. 9. Representing regular breathing patterns; (a) patient number 1 with the ratio $\gamma = 0.98$; and (b) patient number 177 with the ratio $\gamma = 0.98$.

Fig. 10. Representing gray-level breathing patterns; (a) patient number 162 with the ratio $\gamma = 0.87$; and (b) patient number 413 with the ratio $\gamma = 0.84$.

Fig. 11. Representing irregular breathing patterns; (a) patient number 125 with the ratio $\gamma = 0.63$; and (b) patient number 317 with the ratio $\gamma = 0.51$.

E. Classifier Performance

An ROC curve is used to evaluate irregular breathing patterns with true positive rates vs. regular breathing patterns with false positive rates. For the concrete analysis of the given breathing datasets, we would like to show an ROC curve with respect to different regular thresholds. In addition, we will change the discrimination threshold by the period of observation ($T_i$) to validate the performance of the proposed binary classifier system. To predict the irregular breathing patterns from the patient datasets, we may evaluate the classification performance by showing the following two ROC analyses:

In the first ROC, we may increase the threshold value $\xi_m$ defined in (16) in Section III.D from 0.1 to 0.99. By changing
the observation period \( T_i \) to 900, 300, and 100 seconds, the system may include the irregular breathing patterns extracted under the different parameters of \( \xi \). Specifically, depending on the observation period \( T_i \), we would like to adjust the threshold value \( \xi \) for the ROC evaluation of the proposed classifier.

In the second ROC, we may increase the regular threshold \( (\Psi_{ih}) \) so that the patient datasets with the ratio \( (\gamma_i) \) of patient \( i \) may be changed from true negative to true positive. For the analysis based on the regular threshold, we extract the ratio \( (\gamma_i) \) of patient \( i \) by changing the observation period \( T_i \) of 900, 300, and 100 seconds. The regular threshold \( \Psi_{ih} \) can be variable from 0.1 to 0.99, especially by changing the regular threshold \( \Psi_{ih} \) of 0.80, 0.85, and 0.90, defined in Section IV.A. Depending on the regular threshold \( (\Psi_{ih}) \), ROC is analyzed for the performance of the proposed classifier.

After we make a class for each breathing pattern, and analyze breathing patterns to detect irregular patterns, the free parameters of neural networks are determined by the 28,080 training samples of multiple patient datasets for each class, where these samples are used as input with 10 iterations through the process of providing the network and updating the network\( \Phi \) free parameters. We evaluate the classification performance whether the breathing patterns are irregular or regular to extract the true positive/negative ranges and the ratio as shown in Fig. 12. To decide the regular/irregular breathing pattern of the patient datasets, we have varied observation periods \( (T_i) \) for feature extraction with 900, 300, and 100 seconds. Fig. 12 shows ROC graphs to evaluate how different observation periods affect the classification performance. Here, we fixed the regular threshold \( \Psi_{ih} \) of 0.92 that is the mean value of the ratio \( (\gamma_i) \).

![ROC graph of irregular detection with different observation period](image)

Fig. 12. ROC graph of irregular detection with different observation period.

In Fig. 12, we can see that the proposed classifier shows a better performance with a long observation period \( (T_i) \). The more observation periods we have, the better performance we obtain in the proposed classifier. That means the classifier can be improved by extending the observation period for feature extraction.

Fig. 13 shows ROC graphs of irregular detection with different regular thresholds \( \Psi_{ih} \) of 0.8, 0.85, and 0.9. In this figure, the ratio \( (\gamma_i) \) of patients \( i \) are extracted with observation periods \( T_i \) of 100, 300, and 900 seconds.

![ROC graph of irregular detection with different regular thresholds and observation period](image)

Fig. 13. ROC graph of irregular detection with different regular thresholds and observation period; (a) observation period \( T_i = 100 \) seconds, (b) observation period \( T_i = 300 \) seconds, and (c) observation period \( T_i = 900 \) seconds.

The different regular thresholds \( \Psi_{ih} \) also affect the classifier performance. The classifier performance is slightly improved by lowering the regular thresholds. The smaller the regular threshold \( \Psi_{ih} \), the better the classifier performance. Here, we notice that the true positive rate for the proposed classifier is 97.83% when the false positive rate is 50% in Fig. 13(c).

Based on the result of ROC graph in Fig. 13 (c), we notice that the breathing cycles of any given patient with a length of at least 900 seconds can be classified reliably enough to adjust the
safety margin prior to therapy in the proposed classification. For the overall analysis of the curve, we have shown the area under the ROC curve (AUC) in Fig. 14. The AUC value can be increased by lowering the regular threshold $\Psi_{th}$. The maximum AUCs for observation period $T_i$ of 100, 300, and 900 seconds are 0.77, 0.92, and 0.93, respectively. Based on Fig. 14, Fig. 13 (a)-(c) picked 0.8, 0.85, and 0.9 for $\Psi_{th}$.

![Fig. 14. Area under the ROC curve. The maximum AUCs for the observation period $T_i$ of 100, 300, and 900 seconds are 0.77, 0.92, and 0.93, respectively.](image)

We show the computational efficiency of the proposed method with CPU time used to train the proposed classifier with the given sample sets and to classify the patient datasets for its applicability to practical scenarios. The following table shows the CPU time used for the training and classification time of the proposed algorithm for each class.

<table>
<thead>
<tr>
<th>Class (Patient number)</th>
<th>Class 1 (123)</th>
<th>Class 2 (23)</th>
<th>Class 3 (64)</th>
<th>Class 4 (107)</th>
<th>Class 5 (131)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU Time used (sec.)</td>
<td>46.609</td>
<td>1.046</td>
<td>9.546</td>
<td>38.296</td>
<td>67.531</td>
</tr>
</tbody>
</table>

As shown in Table III, the CPU time used can be increased with regard to the number of patients. The average computational time for each class is 289 ms per patient.

Some studies investigated the classification of regular/irregular breathing patterns for the detection of lung diseases with spirometry [8-11]. Irregular breathing patterns can also impact on the dosimetric treatment for lung tumors in stereotactic body radiotherapy [6, 12-13]. However, there are few studies with the results on the classification of breathing irregularity in this area. The following table shows the classification performance of irregular breathing detection using a variety of respiratory measurement datasets.

<table>
<thead>
<tr>
<th>STUDIES OF IRREGULAR BREATHING DETECTION</th>
<th>PERFORMANCE</th>
<th>MEASUREMENT DATASETS</th>
<th>METHODS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regular/irregular classification [9]</td>
<td>TPR: 92.6%</td>
<td>Spirometry data of 250</td>
<td>ANN-based</td>
</tr>
<tr>
<td>Regular/irregular classification [10]</td>
<td>TPR: 97.5%</td>
<td>Spirometry data of 205</td>
<td>ANN-based</td>
</tr>
</tbody>
</table>

Table IV shows the classification performances of the irregular detection with other methods and measurement datasets. The existing classifier studies demonstrated that spirometry data using an ANN-based approach could provide a good performance of breathing classification, i.e. TPR 92.6% [9] and 97.5% [10]. Our proposed method can also provide similar or better performance (TPR 97.8%) of breathing classification with an EM/ANN-based approach. Please note that the classification performance of the proposed method is based on breathing motion datasets of more than 400 patients. Sleep-disorder data showed a better performance of 98% TP(EP+FP) [11]. However, sleep-disorder data are not applicable for breathing motion assessment of lung cancer treatment in patients with usually compromised lung function; in addition, the breathing dataset was limited to sleep-disordered breathing data of 74 patients. Our proposed classification shows results of the classifier performance of 97.8% TPR with 448 samples breathing motion data. That means the proposed classifier can achieve acceptable results comparable to the classifier studies using the spirometry data.

The proposed method assumes that the data used to build the classifier is representative enough of breathing patterns of other subjects in general. It also assumes that the breathing pattern of a human captured at some point in time before the treatment is indicative of its future breathing patterns. The proposed system with this value is not intended to be used as real time classification system.

The proposed methodology is based on the three-coordinate breathing datasets for external beam radiation treatment. Typically, radiation treatment is delivered after a planning process in which x-ray imaging and advanced treatment planning are prepared. Spirometry is not used for radiotherapy planning or delivery except for breath hold treatment to which motion prediction does not apply. Reasons for not using spirometry might be that it does not provide any directional data and that it might be not tolerable in all lung cancer patients to continuously monitor respiration due to compromised lung function. The proposed method with breathing datasets may provide clinical advantages to adjust the dose rate before and during the external beam radiotherapy for minimizing the safety margin.

**V. CONCLUSIONS**

In this paper we have presented an irregular breathing classifier that is based on the regular ratio $\gamma$ detected in multiple patients-datasets. Our new method has two main contributions to classify irregular breathing patterns. The first contribution is to propose a new approach to detect abnormal breathing patterns with multiple patients-breathing data that better reflect tumor motion in a way needed for radiotherapy than spirometry data. The second contribution is that the proposed new method achieves the best irregular classification performance by adopting EM based on the Gaussian Mixture model with the usable feature combination from the given feature extraction metrics.

The proposed irregular breathing classification used a regular ratio to decide whether or not the current breathing...
patterns are regular. The particular ratio value may be used to individually adjust the margin size for radiation treatment delivery. The patients classified with regular breathing patterns would be treated with tight margins to minimize projection span and thereby allow better normal tissue sparing. The patients classified with irregular breathing patterns may have their safety margins adjusted based on the irregular patterns to cope with baseline shifts or highly fluctuating amplitudes that are not covered by population-based safety margins.

The recorded breathing motions of 448 patients include regular and irregular patterns in our testbed. With the proposed method, the breathing patterns can be divided into regular/irregular breathing patterns based on the regular ratio ($\gamma$) of the true negative range to the period of observation. The experimental results validated that our proposed irregular breathing classifier can successfully detect irregular breathing patterns based on the ratio, and that the breathing cycles of any given patient with a minimum length of 900 seconds can be classified reliably enough to adjust the safety margin prior to therapy in the proposed classification.
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