Video-Based Tracking and Incremental Learning Applied to Rodent Behavioral Activity under Near-Infrared Illumination
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Abstract This paper describes a non-invasive video tracking system for measurement of rodent behavioral activity under near-infrared (NIR) illumination, where the rodent is of a similar color to the background. This novel method allows position tracking in the dark, when rodents are generally most active, or under visible light. It also improves current video tracking methods under low-contrast conditions. We also manually extracted rodent features and classified three common behaviors (sitting, walking, and rearing) using an inductive algorithm – a decision tree (ID3). In addition, we proposed the use of a time-spatial incremental decision tree (ID5R), with which new behavior instances can be used to update the existing decision tree in an on-line manner. Open-field locomotor activity was investigated under “visible” (460.5 nm - 561.1 nm), 880 nm, 940 nm wavelengths of NIR, as well as a “dark” condition consisting of a very small level of NIR illumination. A widely-used NIR crossbeam-based tracking system was used to record simultaneous position data for validation of the video tracking system. The classification accuracy for the set of new test data was 81.3\% for ID3 and ID5R.
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I. INTRODUCTION

Video-based observation of rodent behavior is a useful and increasingly utilized method for elucidating behavior in various psychological experiments; such as monitoring the effects of drugs of addiction, novel disease treatments, and genetic mutations. These experimental factors can have a variety of effects on rodent behavior (i. e. [1]), and
therefore it is highly desirable to identify many different behaviors during observation, such as walking, sitting, rearing, etc (a list of behaviors are described in [2]). Therefore, video tracking and analysis is advantageous due to its ability to show very specific behaviors; it also allows the opportunity to record the video for future analysis with respect to as-yet undefined behaviors. Examples of systems developed for video monitoring of rodents are the commercial products Activity Monitor 5 (MED Associates, Inc.), EthoVision ® (Noldus Information Technology) [3], and the PhenoScan series (CleverSys, Inc.), and systems developed in the academic sector including [4-7]. Other notable examples in the literature, not specifically for rodent tracking, are [8], which relies on shape differences for identifying object differences, and [9], which demonstrates a method for tracking multiple interacting objects.

Fig. 1. Activity Monitor beam output for light cycle tracking with white illumination.

However, most of these systems are not configured for dark environment tracking. Rodents tend to be most active at night (e.g. [10]), so the difficulty of video tracking in both light and dark conditions increases the complexity of capturing a large and possibly useful volume of data. Recent research has shown the similarity of rodent behavior in the dark and under 940nm infrared illumination [11], therefore the use of such illumination would have little influence on the rodent’s dark-cycle behavior, and is therefore non-invasive. Near-infrared (NIR) illumination presents more difficulties for tracking because it can distort color intensity information (due to objects having different NIR reflectances than under visible light). Also, when the focal length of an optical lens is set for NIR use,
it is not optimal for wavelengths of light in the 350-600nm range. The former often results in objects having different color characteristics than would normally be seen, and the latter produces a tendency toward blurred edges when the light source is switched without re-focusing the lens. Although [3] has recently been updated for use with NIR [12], it works best with constant round-the-clock NIR illumination in addition to visible light, which wastes energy and can produce unwanted heat in the rodent housing system. We have further developed a practical and inexpensive method for video tracking in the dark, when the rodent is of low contrast to the background (see Fig. 1).

The overall contribution of this paper is the validation of video based rodent behavioral measurement in an open field chamber, illuminated by either NIR or visible light. Open field activity monitoring involves placement of the rodent into a chamber devoid of any contents and recording motion and other activities of interest (i.e. wall-hugging which is referred to as thigmotaxic behavior, a potential indicator of anxiety). The wavelength response of the camera is about 300 nm (UV) to 1100 nm (NIR) when no IR filter is present. The validity of this measurement technique is demonstrated by correlation with results from beam breaks in a NIR LED array. This system for tracking and behavior identification under infrared illumination contributes to both the fields of computer vision-based measurement and behavioral learning research by providing a novel on-line method for 1) activity measurement in the dark that improves the work of [11], and 2) behavioral classification using an incremental decision tree that improves the work of [13].

The organization of this paper is as follows: Section II describes our proposed system architecture. Section III describes our tracking algorithm, and Session IV describes a proposed incremental on-line decision tree for behavior learning. Section V shows some interesting experiment results for the corresponding methods of Session III and IV to demonstrate the performance. Finally, concluding remarks are given in Section VI.

II. PROPOSED MEASUREMENT SYSTEM ARCHITECTURE

A. Measurement Hardware Configuration
An off-the-shell CCD camera is interfaced via IEEE-1394 to a computer, with an adjustable array of visible and NIR LEDs fixed above the rodent chamber. The maximum wavelength response of the camera is about 300 nm (UV) to 1100 nm (NIR) when no IR filter has been installed. The results in a potential illumination range of 750 nm to 1100 nm. The camera used here is the DBK 21F04 (The Imaging Source, Bremen, Germany) and conforms to the DCAM standard, transmitting an image stream to the computer via an IEEE 1394a bus. The DBK 21F04 responds to a wavelength range from 400 nm to 1000 nm. NIR LEDs for recording beam-crossing (used for validating the results) are affixed to the lower perimeter of the system. A system block diagram is shown in Fig. 2.

This array can be switched between white light and NIR illumination for the light and dark monitoring, respectively. Overhead illumination conditions consisted of visible light.

Fig. 2. Activity Monitoring System for Rodents.

Fig. 3. Photo of Activity Monitoring System, shown with mouse.
light, 880nm NIR, 940nm NIR, and “no light” (consisting of an extremely low level of 940nm NIR). A photo of the system is shown in Fig. 3.

To turn on specific illumination strips at a given time, the control system MED-PC was used (Med Associates, Inc., Georgia, Vermont, USA). MED PC consists of a PC-based run-time system (MED-PC IV), which allows for PC-based control of data acquisition and output control for up to 80 separate inputs and 80 outputs. The on-off procedure for the illumination array was programmed using the language MedState Notation™. Using the Trans IV program, the code was then translated and compiled for use by MED-PV IV. The PC was connected to the LEDs via a PCI Interface Connection Package (Med Associates, Inc. DIG-700P2) through a SmartCtrl™ Connection Panel (SG-716). The LED strips were powered by 5VDC at appropriate current levels, using a voltage converter between the 28VDC supplied by the SmartCtrl™ panel and the LED arrays.

The activity was measured quantitatively for distance traveled, average velocity, and time spent resting for both video tracking and the NIR crossbeam system.

B. Placement of Near Infrared Illumination LEDs

Evenly-spaced overhead illumination strips are all that is required for even and adequate illumination. Although the open field chamber may contain bedding such as sawdust or corncobs, a hard floor surface is needed for the chamber when the crossbeams are used. In this scenario, glare becomes an issue for image quality (Fig. 4 (a) and (b)). Glare does not impair the tracking algorithms described in Section III; even so, there are several approaches for LED placement that can be used to alleviate this issue. The LEDs can be installed at angles to maximize illumination coverage (Fig. 4 (c) and (d)), or a diffuser can be placed between the LEDs and the open field chamber (Fig. 4 (e) and (f)). For our system we found that the diffuser panel needed to be placed some distance away from the LEDs in order to have an effect, which made it necessary to cut a hole in the center of the diffuser large enough to view the chamber floor (Fig. 4 (f)). It is important for this configuration to avoid placing the LED strips above the removed area of the diffuser.
Fig. 4. Configurations of overhead illumination LEDs. White arrows show the angle of the LEDs in the illumination array. (a) shows the image when the LEDs face directly down onto (b), a reflective chamber floor. The “spot” glare is reduced (c) by angling the individual LED strips as shown in (d). The individual spot glare can be nearly eliminated (e) by using a diffuser (f), which must be placed at a sufficient distance from the LEDs. For this configuration, the strips must be placed outside the cutout area to avoid glare.
C. Near Infrared Illumination Effects for Monitoring

Two commonly-available LEDs – 880 nm and 940 nm are tested for suitability for building the proposed measurement hardware. Because video tracking requires illumination, it is necessary to examine the visual range of the rodents in order to ensure the illumination is outside that range. This serves to emphasize the importance of not overlooking the potential effects of NIR illumination on rodent behavior. Rodent vision extends into the UV range (wavelengths < 390 nm) \[14\], but it has generally been assumed that rodents cannot see in the NIR range ( > 750 nm wavelength) due to the drop-off in visual sensitivity. However, some research has found retinal sensitivity and visual-evoked brain potentials to 936 nm light \[15\]. Therefore, if NIR illumination is to be used, it is necessary to examine its effects on individual rodent behaviors.

Fig. 5 shows maximum spectral output of LED arrays at test height (approximately 50 cm, depending on bedding distribution) (from \[11\]). The x axis represents light wavelength (350-1025 nm), and the y axis is a relative intensity measurement. The emitted wavelengths of the illumination LEDs were measured using a photospectrometer (OceanOptics model USB2000, Dunedin, Florida). The spectral outputs of these are shown in Fig. 5, with the characteristics of the white LEDs. The peak wavelengths measured and their corresponding standard deviations are in Table I.

![Graph showing maximum spectral output of LED arrays at test height](image_url)

Fig. 5. Maximum spectral output of LED arrays at test height (approx. 50 cm, depending on bedding distribution). The x axis represents light wavelength (350-1025 nm), and the y axis is a relative intensity measurement.
To test the effects of NIR on rodent locomotion, trials were run using 6 experimentally naïve Sprague-Dawley rats (Harlan International), each approximately 60-90 days old and housed in a reversed 12-hour light-dark cycle. Trials were run in the daytime, during the rats’ dark cycle. Each trial consisted of 30 minutes spent in a standard open field activity monitoring chamber (MED Associates, Georgia VT USA). The activity was evaluated quantitatively for distance traveled. Visual qualitative observation of the trials revealed that the rodents in the white light condition generally suppressed locomotor activity after several minutes, while the other rats would ambulate for the entire time period. The experimental procedure consisted of 30 minutes of placement in an open-field chamber under the light prescribed by the experimental condition. The floor of the chamber was white, and did not contain any bedding. The position of the rats was determined by the blocking of the horizontal NIR beams. From [11], the mean difference

<table>
<thead>
<tr>
<th>Nominal</th>
<th>Low white</th>
<th>High white</th>
<th>880nm</th>
<th>940nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measured</td>
<td>460.5</td>
<td>561.1</td>
<td>881.8</td>
<td>939.9</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>276.4</td>
<td>355.8</td>
<td>430.1</td>
<td>338.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lighting Condition</th>
<th>Visible</th>
<th>880nm</th>
<th>940nm</th>
<th>Dark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ambulatory distance</td>
<td>1021</td>
<td>1891</td>
<td>2067</td>
<td>1978</td>
</tr>
</tbody>
</table>
in rodent travel velocity between the NIR and white illumination conditions was not significant and the resting time was significantly larger for the white light (Tukey post-hoc test, \( p < 0.027 \) for each condition). As shown in Table II, Quantitative investigation of infrared illumination effects yielded a significant difference in rodent distance traveled between the visible white light and the dark and 940 nm infrared conditions (LSD post-hoc test, \( p < .023 \) and \( .033 \), respectively).

As a summary of this hardware evaluation, it appears that the difference between the means for 880 nm light and white light would reach significance with an increased rodent sample size. From these data, it appeared advisable to use the 940 nm illumination for the dark cycle in order to increase the strength of the illumination difference between the light and dark cycles. These data support the hypotheses that there is a significant difference between locomotor in the dark and during the light, and that NIR illumination results in locomotor activity that is not significantly different from dark cycle behavior.

### III. TRACKING ALGORITHM

The tracking algorithm utilizes traditional threshold and image subtraction based algorithms. The main module for the tracking algorithm is the segmentation of the rodent from the captured images. Fig. 6 illustrates the process flow.

![Fig. 6. Rodent segmentation steps from background images.](image)

**Step 1.** Hypothesis using subtraction between frames
To develop the hypothesis for the rodent position, image subtraction is used to determine the location of the rodent. The pixel color intensities of the current frame are subtracted from the previous frame, and the center of the area of change is noted. We use image subtraction at this point because even in the “dark” case where there is an extremely small level of illumination. Since the rodent is nearly the same color as the floor of the chamber, subtraction reveals areas where changes are occurring in the image. Subtraction from the previous frame takes into account any changes over time in the rodent chamber, such as the addition of fecal pellets. Fig. 1 in Section 1 shows rodent position over time as dots superimposed on the image, with the crosshair as the marked center position of the rodent in the current frame.

**Step 1 for Rodent Segmentation:**

i) Subtract current pixel intensity from corresponding pixel in previous frame.

ii) If the difference is smaller than the threshold, then mark the pixel location. Otherwise do nothing.

iii) Get the next pixel in current frame.

**Step 2. Verification using intensity**

The color intensity of the area marked in Step 1 is verified by comparison to the intensity of the previously marked rodent location. If the difference in pixel intensity is less than the number of levels set in the calibration phase (25 pixels for 940 nm illumination), the new location is marked as the current location of the rodent. This is effective under uneven illumination because the velocity of the rodent is slow enough with respect to the frame speed that the pixel intensity does not change more than the calibration level between frames.

Because of the monochromatic light used for the NIR illumination, RGB information transmitted by the camera is ignored and the intensity of each pixel can be used for the minimum color threshold for the rodent regardless of the color. To reduce noise, the surrounding area of the pixel is also examined. If the average value of the adjacent pixels is also less than the threshold, the pixel is marked.
The new location is compared to the expected values using a goodness of fit ratio. Goodness of fit is determined as in [18] by calculating the ratio of each pixel color to its expected value. If the goodness of fit is within the pre-set limits, the location was marked. The new position is calculated by adding 1/8 of the change in position to the old position. Incrementally updating the position in this way is fast enough to track the rodent at the frame rates used (7.5 fps and 30 fps) and reduces the impact of extraneous noise readings.

Step 2 for Rodent Segmentation:
1) Check the center of motion.
2) If the pixel intensity of the center is above the threshold, throw out the point.
3) Otherwise, check the adjacent pixels.
   (i) If the intensity of these pixels is smaller than the threshold, then mark pixel location.
   (ii) Otherwise, throw out the point.

Step 3. Region-based segmentation using target intensity in each frame
To segment the body of the rodent from the background for position analysis, the location is determined as in Step 2. Vertical and horizontal dimensions of the rodent location are determined by counting the number of continuous pixels in the same row and column that conformed to the location pixel intensity (for example, +/- 10% of the intensity of the previous location, depending on the contrast and illumination levels of the input video). If a pixel is encountered that does not fit in these limits, the line is sampled past that pixel to a maximum of 5 pixels before it ceases searching. The minimum limit of the rodent area is set to the minimum visible area of the rodent during rearing, the maximum length to 105% of the rodent’s length from nose to rump when stretched out. If the line is within minimum and maximum limits, it is drawn on the screen, with the end result being a solid color blob designating the location of the mouse. A crosshair marker is also drawn to indicate the location sent to the tracking program. Establishing minimum limits reduces noise, and using maximum limits reduces the chance of the chamber sides being erroneously marked.
IV. BEHAVIOR CLASSIFICATION ALGORITHM

Behaviors are divided into categories of sitting, rearing, and walking as shown in Fig. 7. These behaviors are usually identified manually for the training phase, using human observation. Such observation is often unrealistic since exhaustive behavior labeling requires expensive human resources - many experiments may involve huge datasets (for example, a 30 minute video at 7.5 frames per second results in 13,500 individual frames). To automate the task of behavior identification, we propose an incremental decision tree methodology. For constructing such a feature space, we need to specify the features a priori so that the computer can calculate several parameters, described in the following section.

A. Feature Extraction

Features are used here for classifying rodent behavior. To determine these features, we have extracted frame geometry and time sequence parameter values a priori. Geometrical attribute parameters are 1) area, 2) center of mass, 3) distance traveled in 1 frame, 4) perimeter, 5) position of a box bounding the rodent within the field of interest, 6)
Fig. 7. Typical Rodent Behaviors (video frames).

height, width, and hypotenuse of the bounding box, 7) center of box, 8) offset of box center with respect to center of mass, 9) area of box, 10) major and minor axis lengths of an ellipse corresponding to the rodent body, 11) area of the ellipse, 12) difference in area of ellipse and measured area of rodent, 13) circularity of the perimeter, 14) shape complexity of the perimeter, 15) diameter of a circle enclosing the rodent (Feret’s Diameter), and 16) difference between Feret’s Diameter and box hypotenuse length. These attributes were extracted using the program ImageJ version 1.34n, available from the National Institutes of Health [16]. The rodent shape was also segmented manually from each frame due to difficulties with segmenting portions of the rodent perimeter that were exactly the same color as the background.

B. Traditional Decision Tree Algorithm

To classify the rodent behavior, a decision tree was built as a typical and reliable inductive training method. We use a well-known decision tree ID3 [17] as our off-line traditional method. Its fundamental strategy is shown in Algorithm 1.

The selection of test attribution is very important when building the decision tree. We use the information gain [18] to measure the goodness of the selected attribute. The attribute with the highest information gain is chosen as the test attribute for the current node. Such approach minimizes the expected number of tests needed to classify an object and guarantees that a simple tree is established.
Suppose our data set is $S$, which has a quantity $s$ of sample data. These data belong to $n$ different classes $C_i$ ($i=1, \ldots, n$). The data set of each class is $S_i$ ($S_i \subset S$). Each data has $m$ distinct attributes. The expected information required to classify the data set is

$$I(S_1, S_2, \ldots, S_n) = -\sum_{i=1}^{n} p_i \log_2 p_i \quad (1)$$

where $p_i$ is the probability that an arbitrary sample belongs to class $C_i$ and is calculated by $s_i/s$. Let attribute $A$ have $q$ different values, $\{a_1, a_2, \ldots, a_q\}$; therefore, we will have $q$ branches $\{b_1, b_2, \ldots, b_q\}$ if attribute $A$ is used to partition the data set. For each branch $b_j$, $(j=1, 2, \ldots, q)$, there are $s_j$ data belonging to class $C_i$. The entropy, or expected information based on the partitioning into subsets by $A$, is given by

$$E(A) = \sum_{j=1}^{q} \frac{s_j^j + s_2^j + \ldots + s_n^j}{s} I(S_1^j, S_2^j, \ldots, S_n^j) \quad (2)$$

where

$$I(S_1^j, S_2^j, \ldots, S_n^j) = -\sum_{i=1}^{n} p_i^j \log_2 p_i^j \quad \text{and} \quad p_i^j = \frac{s_i^j}{s_1^j + s_2^j + \ldots + s_n^j}. \quad (3)$$

A smaller entropy value indicates a greater purity of the subset partitions and an increase in information. The expected reduction in entropy caused by attribute $A$ is defined as:

**Algorithm 1. ID3 Decision Tree** [17]

1) Create a single node representing the training samples.
2) If the samples are all of the same class, then the node becomes a leaf and is labeled with that class.
3) If attribute list is empty then set the node as a leaf node and label it with the most common class.
4) Otherwise, select test attribute $A$, and label the node with attribute $A$
5) For each value of $a_i \in A$
   a) Grow a branch with the test attribute $= a_i$
   b) Set $S_i$ the sample set whose test attribute $= a_i$
   c) If $S_i$ is empty, then attach a leaf node with the most common class
   d) Otherwise, attach the node with a subtree, whose sample set is $S_i$ and attribute list is the original attribute list minus the test attribute.
After computing the information gain of each attribute, the attribute with the highest information gain is chosen as the test attribute. The node is then labeled with the test attribute, and the samples are partitioned accordingly.

In the training phase as an off-line decision tree, samples of frame data were labeled Sitting, Rearing, or Walking by human observation. The resulting tree produced using the ID3 algorithm is illustrated in the Appendix.

C. On-line Incremental Decision Tree Algorithm

We have proposed an on-line incremental method for training such rodent behaviors. Our contribution to the learning phase was to develop dynamic learning methodologies, in which the training behaviors were incrementally executed in an on-line manner. For off-line learning tasks, ID3 is often a good choice for building a classification rule because it is simple and efficient. However, constructing an off-line tree requires extensive human input for labeling the behaviors; for example, for the Appendix, 318 frames of data were labeled and identified. We wish to automate this task and minimize the need for human input. To develop an incremental on-line learning method, we focus on adding instances incrementally using the computer, without the need to build an entirely new decision tree each time. The incremental decision tree used in our algorithm is based on ID5R [19], proposed by Utgoff in 1989 [13]. This algorithm can produce a decision tree for a given set of training instances, without the expense of building a new decision tree after each new training instance.

ID5R shows its advantage in updating the test attribute of each node. Instead of throwing away all the subtrees produced by the old test attribute, ID5R pulls the indicated attribute up to the root node of the tree or subtree, therefore maintaining consistency with the old training instances. It allows recalculation of the sample number for each class during the tree manipulations, without reexamination of the training instances. Therefore we are now able to add new unlabeled training instances to our incremental decision tree while maintaining reasonable feature dimensions.
Let us define an unexpanded tree as a tree that branches solely to leaf nodes, otherwise, it is defined as an expanded tree. The instances at a node are described only by the attribute-value pairs that have not been previously addressed by tests above the node. The basic ID5R algorithm is shown in Algorithm 2 [19].

More specifically, we re-formalize our newly proposed incremental decision framework by extending the traditional decision tree described in the previous subsection VI B. When the new instance is added, the information gain needs to be recalculated.

**Algorithm 2. ID5R Decision Tree** [19]

1) If the tree is empty, then define it as the unexpanded form, create a leaf node, label it with its class name, and put the instance into the empty sample set.

2) If the tree is not empty but in unexpanded form, and the new instance is from the same class, then add the instance to the sample set of the node.

3) Otherwise,
   (a) If the tree is in unexpanded form, then expand it one level, choosing the test attribute for the root arbitrarily.
   (b) For the test attribute and all nontest attributes at the current node, update the count of positive or negative instances for the value of that attribute in the training instance.
   (c) If the current node contains an attribute test that does not have the highest information gain, then
      (i) update the tree so that the root has the highest information gain with the new test attribute. This is achieved by first recursively pulling the new attribute to the root of the current node. Then any unexpanded trees are converted to expanded form and the tree is transposed to place the old test attribute at the root of each immediate subtree.
      (ii) update the test attribute for each subtree, except the one that will be updated in step 3d.
   (d) Recursively update the subtrees along the branch of the current decision node.
      Grow the branch if necessary.
Suppose the new instance belongs to class $C_k$. The expected information required to classify the new data set is

$$I'(S_1, S_2, ..., S_k, ..., S_n) = - \left( \sum_{i=1}^{n} \frac{s_i}{s+1} \log_2 \frac{s_i}{s+1} + \sum_{i \neq k} \frac{s'_i}{s+1} \log_2 \frac{s'_i}{s+1} \right)$$  

(5)

where $s'_k = s_k + 1$.

If we are using the current test attribute $A$ to classify the new data set, it belongs to branch $b_l$. The new entropy based on the partitioning of $A$, is given by

$$E'(A) = \sum_{j=1}^{s_n} \frac{s'_j + s'_2 + ... + s'_n}{s+1} I(S'_1, S'_2, ..., S'_n) + \frac{s'_l + s'_l + ... + s'_l}{s+1} I(S'_1, S'_2, ..., S'_n)$$

(6)

where

$$s'_k = s'_k + 1 \quad \text{and} \quad I(S'_1, S'_2, ..., S'_k, ..., S'_n) = - \sum_{i=1}^{n} p''_i \log_2 p''_i$$

(7)

$$p''_i = \frac{s'_i}{s'_1 + s'_2 + ... + s'_k + ... + s'_n} \quad \text{and} \quad p''_k = \frac{s'_k}{s'_1 + s'_2 + ... + s'_k + ... + s'_n}$$

(8)

The new information gain of attribute $A$ is:

$$Gain'(A) = I'(S_1, S_2, ..., S_k, ..., S_n) - E'(A)$$

(9)

The resulting ID5R tree for our training and incrementing data sets is the same as for ID3 (shown in the Appendix).

V. EXPERIMENT AND EVALUATION RESULTS

We have evaluated the two experiments 1) Tracking performance in the following Subsection A, and 2) Behavior identification performance in Subsection B.

A. Tracking Results for Dark and Light Cycle Illumination

To test the performance of the tracking algorithms, the rodent behavior for the aforementioned lighting conditions was also run with horizontal IR crossbeams (880 nm) 2
cm above the floor of the chamber to record movement. The tracking results of crossbeams were used for ground truth. Since these crossbeams were widely used for tracking and had only 48 LEDs (the overhead illumination used 144 LEDs), it was assumed that the influence of the overhead NIR LEDs would be much greater than those of the crossbeams. The rats were maintained on a 12 hour reversed light/dark cycle (12 hours of light starting at 7pm), and were tested during their dark cycle. The levels of light in the housing room were a maximum of 26 lux of red light during the dark cycle, and a maximum of 100 lux of white florescent light during the light cycle. The coordinates from the IR crossbeams and the video tracking were both transmitted to an existing rodent tracking analysis program (Activity Monitor 5, MED Associates, Inc.).

A screen capture from the video program is shown in Fig. 8 for the NIR and white light illumination conditions, with a picture of the Activity Monitor screen for the same lighting condition using the output of the NIR crossbeams (from [20]). The rodent was tracked using our video-based method described in Section III [20] and evaluated by beam-break output. Fig. 9 shows an example of the superimposed output of the beam break system and our method. The mean distance reported by the two programs was not significantly different (paired samples t-test, t = .089, p = .937).
B. Behavior Learning Performance using ID3 and ID5R

The incremental decision tree shown in the Appendix represents the model used for classifying rodent behaviors. This model was derived using Eqs. (1)-(9), and the classification performances of the proposed ID3 and ID5R approaches were validated by testing video data of rodent behavior. In these experiments, the results were compared to human observation. A “ground truth” set of training data was acquired by manually recording behaviors during a video test sequence (which consisted of overhead video of a rat in an “open field” under NIR illumination.) A series of time stamped behaviors was recorded (sitting, walking, and rearing) and analyzed. Behaviors were marked at the start of the behavior, and video sequences were captured for each behavior instance. The length of each sequence was truncated to 7 frames in order to maintain statistical sample size consistency. The monitored instances consist of 318 video frames for training, and 75 video frames for testing. We evaluated the decision tree training performance for classifying unlabeled instances using two sub experiments – testing the tree on a subset of the data used for training (pre-training set), and on the untrained data (new-testing set). For the incrementally updated decision tree (ID5R), the training data (318 frames) was

![Graph showing 880nm illumination results – beam-break output indicated by gray lines, video tracker output by black crosses.](image)
divided into two groups – data for the initial tree (239 frames) and data for updating the tree (79 frames).

The results are shown in Table III. When using unpruned decision trees, obviously the accuracy of the tree for classifying the pre-training set was 100%, because all the factors necessary to identify each behavior are included in the tree. The accuracy dropped over 8%, with a decrease of less than 2% of computing time when a pruned tree was used for classification. Using unpruned trees, the best accuracy for the testing set was 81.333% for ID3 and ID5R. This result indicated that the classification performances for ID3 and ID5R were not significantly different from each other, although ID5R was able to easily add data from additional video frames for incremental training instances. That is, our proposed incremental decision tree framework could be applied well to rodent behavioral activity.

These accuracy results are on par with other methods; with neural networks [7] had 82.1% accuracy for untrained data, and [2] showed 76.53%. The results for the method used in [21] for "exploring" (which would encompass walking and rearing as examined in this paper) are 74%. In that example, some other behaviors not examined here had identification accuracies as high as 89% (for sleeping behavior); however, their measurement conditions are completely different from ours in that they are examining a

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Leaves</th>
<th>CPU time</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID3 – pruned</td>
<td>Pre-Training Set</td>
<td>16</td>
<td>0.0780</td>
</tr>
<tr>
<td></td>
<td>New-Testing Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID3 - unpruned</td>
<td>Pre-Training Set</td>
<td>44</td>
<td>0.0790</td>
</tr>
<tr>
<td></td>
<td>New-Testing Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID5R – pruned</td>
<td>Pre-Training Set</td>
<td>16</td>
<td>1.5620</td>
</tr>
<tr>
<td></td>
<td>New-Testing Set</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ID5R - unpruned</td>
<td>Pre-Training Set</td>
<td>44</td>
<td>1.5940</td>
</tr>
<tr>
<td></td>
<td>New-Testing Set</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
side view of the rodent.

VI. SUMMARY

We have developed a new monitoring system, using IR illumination for video-based measurement of rodent, and extended the method to examine the rodent behaviors during the rodent dark cycle, which has not been previously attempted. The combination of color thresholding and motion analysis proved to be a fast and effective method for position tracking under both daylight and dark cycle conditions. The use of ID3 and ID5R decision trees resulted in behavior identification improved over most previous research, and the tree demonstrates which attributes of the image are most important for behavior analysis. The area and perimeter of the rodent appear to be the two most important factors for behavior analysis in an open field, as well as location of the rodent with proximity to the walls of the open field.

After the training instances of the captured video were trained inductively, the resulting multiple variable tree was built to identify rodent behaviors from the test set of video data. Although the decision tree is a standard and reliable inductive learning method, traditionally these trees were constructed off-line. Our on-line incremental decision tree based on ID5R was capable of being sequentially updated with new data without the need for human input, and is comparable to existing methods and allows for the reduction of human input into the system. In this proposed framework, we did not need to separate the procedures for learning and testing; we can also add the testing instances as an incremental instance after they are classified.

The experiment results demonstrated the feasibility and merits of motion analysis for tracking rodent position, and the use of decision tree algorithms for examination of rodent behavior.

As a remaining issue, the on-line classification performance using the incremental decision tree described in this paper needs to be evaluated through further long-term training. The data set used was somewhat small in comparison to other research, but the results are comparable to those found by other methods and may improve with increased training data and improved feature choices for classification.
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Appendix. Decision tree construction using ID3 or ID5R (pruned). Area is the area covered by the body of the rodent (in square inches), distance is the change in position of the center of mass between 2 frames (at 7.5 frames/second). Top, bottom, left and right refer to the boundary locations of a rectangle drawn around the rodent body. Diameter indicates the diameter of a bounding circle around the rodent. Hyp_diff refers to the difference between the hypotenuse of a bounding circle and the diagonal distance of a bounding rectangle.