Abstract—Deep brain stimulation (DBS) is well recognized as an effective treatment for symptoms of movement disorders such as Parkinson’s disease (PD), Essential Tremor, and dystonia. The selection of the appropriate contact on the DBS lead for optimal clinical efficacy can be challenging, particularly when considering directional leads. Electroencephalograms (EEG) and electrocorticography has been utilized to better understand the pathophysiology of PD but a methodology to provide an objective biomarker of effective stimulation has yet to be developed.

Using machine learning techniques for feature extraction and classification, we contrast high resolution EEG captured during DBS against its resting state counterpart with the DBS off. We demonstrate, using 16 patients under DBS treatment for movement disorders, EEG’s informative capacity to detect both effective DBS and the region undergoing stimulation.

I. INTRODUCTION

Applied DBS has had success in treatment of movement disorders such as Parkinson’s disease (PD) [1–6], Essential Tremor (ET) [7–10], and dystonia [11][12]. The electrical stimulation of motor nuclei such as globus pallidus interna (GPI), subthalamic nucleus (STN), and ventral intermedius nucleus (VIM) of the thalamus generates an active volume around the electrode site modulating the neuronal tissue in that region. With therapeutic high frequency (125-185 Hz) stimulation, the relay of pathological signals through the subcircuitries in the basal ganglia thalamocortical network is altered, ultimately alleviating the underlying motor symptoms. Previous work has shown a pathological coupling between phase and amplitude of EEG within the motor cortex [13][14]. Both DBS and dopaminergic medicines result in a return to a more normal EEG pattern [13–16].

DBS treatment begins with surgery to implant leads in the brain region appropriate for the desired effect. The DBS leads have contacts over the distal 9mm of the implanted lead (Medtronic Inc.). These leads are connected to implanted generators which can be programmed at any time after surgery, altering contact location, amplitude, pulse width, and stimulation frequencies [17–19]. After recovery from surgery, selection of the most effective parameters for symptom controls is required.

In these mapping sessions, the response to varied stimulation configurations is empirically evaluated for efficacy by monitoring patient response in real time. Side effects are simply brain responses other than the ones desired for efficacy. For instance, the contact in the ventral posterolateral (VPL) nucleus of the thalamus will elicit tingling in the contralateral hand or face, the contact in the VIM will stop the patient’s tremor, and a contact within the internal capsule will elicit facial contraction [20]. All of these effects are routinely elicited during the mapping process.

While mapping and configuring the leads can often be straightforward, it is ultimately a visual-qualitative interpretation performed by an expert. The process can be hampered when application of the stimulation has delayed effects, such as DBS of the GPI region [21]. Occasionally, the patient will have side effects that cannot be easily categorized and can be related to anxiety or heightened awareness of internal stimuli [18] [19]. A comprehensive review of the complexities encountered during programming is given in [22]. It follows that an objective criteria for DBS efficacy could help reduce the configuration search space and improve the process.

In order to objectively identify the optimal response to DBS, we are exploring the utility of Quantitative EEG (QEEG) feature extraction and analysis. EEG-based methods have advantages over other techniques, such as Positron Emission Tomography (PET), as the data can be acquired and analyzed repeatedly during a programming session as different parameters are selected and evaluated. Although PET scans have the ability to assess metabolic changes associated with DBS, this exposes the patient to radiation, and it cannot be used in an iterative process. Similarly the oxygen metabolic changes identified with fMRI are radically constrained by the MRI environment and slower time course. Finally, the incorporation of EEG is relatively low cost.

In this work, machine learning based feature extraction and classification methods are applied to high resolution EEG data captured from 16 patients with DBS implants. Patients are fitted with a dense array EEG cap with 256 channels. EEG is recorded as the DBS mapping procedure cycles through stimulus configurations. For each patient, EEG data is also captured without DBS being applied. The resulting dataset is annotated for the location of the lead within the basal ganglia/thalamus and the clinical efficacy of the DBS parameters.

With this dataset, we explore the informative capacity of
EEG to assist in DBS treatment. Specific problems include whether DBS is being optimally applied and what aspects of brain activity are affected during DBS. We consider these challenges through two separate classification tasks: (1) Detecting active stimulation and (2) classifying the region of the brain undergoing stimulation. We compare resulting performance and features selected, split across three stimulation regions and 16 patients. Our results demonstrate the clear potential for reliable classification within these tasks, with both detection of DBS across patients and DBS region discrimination consistently achieving precision over 0.6 while still maintaining useful recall.

II. RELATED WORK

Early efforts to decode the EEG response of the brain to DBS concentrated on the peak amplitude and latencies of the evoked response (EP) in the area of the motor cortex. Work in [10][23][24] provides insight into similarities and differences between the various locations of the implanted stimulator. In contrast to the extensive study of EPs to STN stimulation, much less has been explored with GPI EPs, with existing work focusing on dystonia patients [25][26].

Source localization algorithms have been useful in identifying the affected EP in both the anatomic and time domains. Laxon et al mapped the brain areas that are affected by electrical stimulation of the fornix in AD patients [27][28], demonstrating activation of the ipsilateral hippocampal formation and the medial temporal lobe. This data was consistent with the PET data in the same patients. The technique has also been used in mapping the response to Brodman area Cg 25 for the treatment of depression [29].

Beta oscillations have long been recognized as the idling rhythm of the motor cortex. The discovery of the beta band in the STN region of Parkinsonian patients brought renewed focus to this unique oscillation and its potential role in PD pathophysiology. De Hemptine et al [16] has demonstrated that STN DBS reduces this excessive phase amplitude coupling seen in PD. Although the original experiments were conducted intra-operatively using electrocorticography, a similar finding has been demonstrated noninvasively with EEG while analyzing the effect of medications on the excessive phase amplitude coupling (PAC)[13][14]. This study demonstrated increased PAC off medications as compared to on medication as well as controls. This work suggests that the EEG signature of effective DBS stimulation may be disease specific rather than nucleus specific, with effective stimulation resulting in alteration of the abnormal oscillatory characteristics of the patient’s disease state.

In general, this work continues the trend of applied QEEG techniques that have been popular for brain computer interfacing, including motor imagery [30–32], spike detection [33][34], and transcranial stimulation [35]. Finally, while this work focuses on EEG data, other inputs for assessing effectiveness, such as video monitoring [36][37], may prove valuable in future work.

III. DATA COLLECTION

A total of 16 patients participated in the data collection procedure, each with stimulus in either the GPI, VIM, or STN regions of the brain. There are 8 patients with GPI DBS (6 PD, 1 dystonia, 1 Tourettes), 6 patients with VIM DBS (2 PD, 4 ET), 1 patient with STN DBS (PD), and 1 PD patient with VIM on the right and STN on the left.

EEG data acquisition is performed with an Electrical Geodesics Inc Dense Array system containing 256 sensors, sampled at 1KHz using the EGI GTEN 100 Amplifier via the EGI NetStation 5 software. For optimal contact each patient’s head circumference is measured for the most appropriate size net of sensors. A 2D projection of electrode placements and brain regions are illustrated in Figure 1.

EEG data is first recorded while the technician monitors for artifacts and adjusts sensors in real time to address issues.

![Fig. 1. (Best viewed in color) 2-Dimensional layout of 256 EEG sensors and their corresponding brain regions.](image-url)
Next, DBS is turned off and EEG is captured for 2-5 minutes or as long as tolerable to the patient. With the baseline collected, the electrode mapping begins in a standard fashion while EEG data is collected. Once an optimal response is achieved, another 2-5 minutes of data is recorded.

After initial data collection, the recording session is segmented into several smaller datasets. These include segments of optimal DBS response resulting from successful mapping, poor DBS response encountered during mapping, and periods when DBS is switched off. In this work, data segments captured when DBS is off are referred to as DBS-OFF and data captured during optimal DBS are referred to as DBS-ON.

IV. PREPROCESSING & MODELING PIPELINE

The data undergoes several processing stages before being passed to a supervised classifier. These steps can be broadly categorized as part of either the preprocessing pipeline or the model pipeline, as illustrated in Figure 2. Section IV-A details the unsupervised preprocessing and Section IV-B describes target-oriented feature selection, extraction, and modeling.

Before processing, patient data are split into a train partition and a holdout partition. The partitioning is stratified across the stimulation region to ensure variations arising from the region are well-represented in both sets of samples. See Table I for a summary of each patient’s stimulation region, type, experiment length (MM:SS), and partition. The train set is used to tune the overall pipeline, while the holdout set is reserved for the evaluation of the best performing processes developed on the train set.

A. Preprocessing Pipeline

The raw EEG voltages are first re-referenced to the average voltage of the sensors nearest the mastoids, since these sensors tend to receive reduced signal from the brain. Specifically, for each sample of 256 real-valued potentials, the sensors nearest the back of the ear are averaged and the resulting mean is subtracted from all sensors, including the reference sensors. The channels used as references are identified in Figure 1.

Next, the fast Fourier transform (FFT) is applied to the re-referenced EEG magnitudes. The FFT is applied in 1 second sliding rectangular windows with a step size of 1 second. From each channel, we extract the average response from 8 bands characterized by a center frequency $f_0$ and a bandwidth of 2Hz, yielding the region $[f_0 - 1, f_0 + 1]$. Center frequencies begin at 15Hz and continue in steps of 2Hz, ending with the inclusion of $f_0 = 29$Hz. The FFT’s windowing procedure and the band extraction reduces the number of samples and increases the number of features, making conservative anomaly detection and feature selection critical for reliable results.

Next, anomaly detection must be applied in order to remove artifacts arising from physiological differences or irregularities in electrode connectivity. The first step of automatic anomaly detection is applied to the bands retrieved from the FFT process. We examine spatially local correlation to identify sensors that behave poorly over time. This is approached by calculating the Pearson correlation coefficient for the $r_n$ nearest sensors to each sensor. Distance is measured on the 2D plane shown in Figure 1 using Euclidean distance. Any sensor with a median neighbor correlation less than a specified positive outlier threshold, $r_T$, is considered anomalous. This rule is derived from the spatial locality of sensors, which generally results in a strong correlation over time between neighboring sensors. We select $r_n = 7$ and then calculate $r_T = 0.72$ as the 90th percentile of median neighbor correlation for all sensors across all experiments in the training set.

Sensors failing the local correlation threshold in the train set are dropped from the remainder of the processing for that band in all datasets. We choose this treatment, rather than imputation, to leverage the redundancy of the 256 channel EEG and to avoid introducing unwanted bias from imputation. However, since only the training partition is used to identify poorly correlated sensors, new correlation anomalies in the holdout must be imputed. Therefore, sensors identified as anomalous through local correlation in the holdout are replaced with the median value from their $r_n$ neighboring sensors at each sample. This is performed before dropping sensors in the holdout that were identified in the train set.

After addressing sensors that behave poorly over time using local correlation, we examine each sensor value with respect to the distribution of values captured by a sensor in an experiment. We use the modified Z-score, defined in Equation
We use the SciKit-Learn machine learning library \cite{39} for feature extraction, modeling, and searching the hyperparameter space. Four feature extraction techniques are compared, including three unsupervised methods: principle component analysis (PCA), independent component analysis (ICA), and agglomerative feature clustering (FC) with mean pooling. Common Spatial Patterns (CSP) \cite{40}, a supervised technique popular in QEEG, is also included. Extracted features are passed to one of five supervised classification models. We compare logistic regression with L2 regularization (LR), classification from K-Neighbors’ labels (KN), random and gradient boosted ensembles of trees (RF and GB), and Radial Basis Function (RBF) support vectors machine (SVM).

The four feature extraction methods and five model types result in 20 distinct extraction+classifier models to be examined and tuned. Due to the size of the search space, a randomized grid search is used to explore potential hyperparameters using K-Fold cross-validation on the training patients. Models are ranked and selected by their precision score. The folds are grouped at the patient level such that no patient’s samples are included in both the holdout fold and the training folds. The K-fold strategy varies between the modeling task, so further detail is given in Section V. Feature extraction methodologies are not mixed in a single model, meaning only one of PCA, ICA, CSP, or FC is applied in a given model, but each band’s extraction procedure has independent hyperparameters.

V. Modeling Results

Towards guided DBS for improved efficacy, we examine ML methodologies on two binary classification problems: detecting DBS and discriminating between regions of DBS across patients. Both problems are approached using the preprocessing and modeling pipelines described in Sections IV-A and IV-B, respectively. Once the best hyperparameters for each of the 20 extraction+classifier models are selected, we then select the best extraction method for each classifier based on cross-validation performance. These 5 resulting extraction+classifier models are then examined on the holdout partition to evaluate generalization performance.

A. Detecting DBS Across Patients

We first examine the ability to detect active DBS in a patient, regardless of DBS type. To accomplish this, the training cohort and their DBS-ON and DBS-OFF segments are combined into a single set of training samples. Samples taken from DBS-ON belong to the positive class, while DBS-OFF samples are assigned to the negative class. The resulting holdout dataset has a 0.51 target rate across 2,584 samples. The features selected, through anomaly treatment and then feature selection, are depicted in Figure 5. A 9-Fold, leave-one-patient-out cross-validation scheme is used in this experiment in order to encourage cross-patient generalization.

The best cross-validation results of the hyperparameter search are given in Table II. The holdout results for the top performing classifier+extraction pairs are given in Table III, alongside the total number of features extracted across bands. We find that PCA-SVM and PCA-RF are most successful.

![Sensor 5 correlation](image1.jpg)
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Fig. 3. Example of correlation-based outlier detection using patient 5’s DBS-OFF beta band. (a) Sensor 5 is highly correlated to most of its neighbors, while (b) sensor 10 is irregularly not correlated with its neighboring sensors.

1, to identify anomalous sensor values. The modified Z-score uses the median instead of the mean in its calculation, and is therefore well-suited for identifying outliers \cite{38}.

\[ Z_{s_i} = \frac{x_{s_i} - \text{median}(x_s)}{1.4826 \times \text{MAD}_s} \]  

(1)

\[ \text{MAD}_s = \text{median}(|x_s - \text{median}(x_s)|) \]  

(2)

Where \( x_s \) is all data for sensor \( s \) and \( x_{s_i} \) is the \( i \)th value for sensor \( s \). We select \( Z_{s_i} > 5 \) as our threshold for outliers, such that each value outside this threshold is clipped to the range \([-Z_s = 5, Z_s = 5]\). Given equations 1 and 2, a unique threshold value, \( X_T \), exists for each sensor across each experiment and is calculated using Equation 3:

\[ X_T = 1.4826 \times 5 \times \text{MAD}_s + \text{median}(x_s) \]  

(3)

Any value in a sensor with \( |Z_s| > 5 \) is replaced with the sensor’s \( X_T \). While this artificial ceiling will still carry some portion of its original information, it no longer has as large an influence on downstream processing.

After clipping, each experiments’ band-level datasets are scaled to the interval \([0, 1]\) by dividing by each channel’s respective maximums. A delta transform is then applied, taking the sample-to-sample difference through time. This centers the values around zero and helps remove any level shifts that may leak experiment information, without involving additional parameters. Finally, to balance the dataset and ensure fair representation, 140 samples are drawn (with replacement) from each band-level dataset for every experiment. This sampling procedure is only performed on the training set.

B. Modeling Pipeline

Following the preprocessing described in Section IV-A, the bands are recombined for univariate feature selection using mutual information (MI). For every feature, MI between the feature and the target is computed. The features are ranked by their MI score and the top 25% of features are kept. These features are then separated back into their respective bands before being passed to a model.

Each model is the combination of feature extractions at the band level concatenated and passed to a supervised classifier. We use the SciKit-Learn machine learning library \cite{39} for
TABLE II
STIMULATION DETECTION BEST CV PRECISION SCORES

<table>
<thead>
<tr>
<th></th>
<th>CSP</th>
<th>ICA</th>
<th>FC</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>0.83</td>
<td>0.81</td>
<td>0.79</td>
<td>0.82</td>
</tr>
<tr>
<td>KN</td>
<td>0.70</td>
<td>0.68</td>
<td>0.68</td>
<td>0.69</td>
</tr>
<tr>
<td>LR</td>
<td>0.52</td>
<td>0.52</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>RF</td>
<td>0.82</td>
<td>0.82</td>
<td>0.80</td>
<td>0.82</td>
</tr>
<tr>
<td>SVM</td>
<td>0.75</td>
<td>0.57</td>
<td>0.83</td>
<td>0.83</td>
</tr>
</tbody>
</table>

TABLE III
STIMULATION DETECTION MODEL PERFORMANCE ON HOLDOUT PATIENTS

<table>
<thead>
<tr>
<th></th>
<th>N Extracted</th>
<th>Accuracy</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCA - SVM</td>
<td>34</td>
<td>0.56</td>
<td>0.40</td>
<td>0.73</td>
<td>0.28</td>
</tr>
<tr>
<td>PCA - RF</td>
<td>36</td>
<td>0.62</td>
<td>0.59</td>
<td>0.70</td>
<td>0.51</td>
</tr>
<tr>
<td>FC - LR</td>
<td>32</td>
<td>0.49</td>
<td>0.51</td>
<td>0.52</td>
<td>0.51</td>
</tr>
<tr>
<td>CSP - KN</td>
<td>28</td>
<td>0.54</td>
<td>0.55</td>
<td>0.58</td>
<td>0.52</td>
</tr>
<tr>
<td>CSP - GB</td>
<td>48</td>
<td>0.53</td>
<td>0.45</td>
<td>0.61</td>
<td>0.36</td>
</tr>
</tbody>
</table>

regarding precision on the holdout set, but the SVM classifier only recalls less than a third of the positive samples, leaving PCA-RF with the highest F1 score. The CSP-KN model, a high bias estimator coupled with supervised extraction, achieves the best recall while still maintaining a competitive F1 score. We take the best performing model on the cross-validation set and produce a learning curve, shown in Figure 4, which appears to asymptote, suggesting the need for more informative features.

Fig. 4. Learning curve with 9-fold grouped cross-validation for DBS detection using CSP-GB model. A subtle upward trend in the validation data that levels off suggests the need for more meaningful features and better regularization.

B. Classifying DBS-ON Stimulation Region

Next, the ability for ML classifiers to separate active DBS on region is examined. For this experiment, only DBS-ON samples are utilized. Furthermore, while three separate stimulation regions are present in our dataset, STN is poorly represented with only two patients receiving this type of treatment, with only one of these patients receiving both VIM and STN stimulation. For this reason, we combine VIM and STN treatments into a single class and contrast these samples against GPI treatments. Thus, we examine a binary classification task with GPI treatments assigned to the positive class and VIM+STN assigned to the negative class. The resulting holdout dataset has a 0.53 target rate in its 1,379 samples. The features selected as a result of anomaly detection and feature selection for DBS detection, separated by EEG band. Motor regions are almost exclusively used in this classification, with a tendency towards higher frequency bands.

![Fig. 5](image)

To match our DBS detection experiments, we again apply 9-fold cross-validation. However, because each patient only contributes to one class in this dataset, at least two patients must be used in the holdout fold. Thus, for each of the 9 folds, one patient from each class is randomly selected into the holdout fold. Each patient is included in the holdout at least once. This scheme supports a higher number of unique folds with only a fraction of the underlying groups.

The best cross-validation precision scores for each of the 20 models examined are given in Table IV. The holdout results for these models, along with the total count of extracted features, are given in Table V. In contrast to the DBS detection models, we find that random forest based models achieve the best precision, regardless of extraction strategy. Furthermore, the random forest model maintains its performance from the cross-validation set to the holdout, while other low variance
TABLE IV
Stimulation region classification best CV precision scores

<table>
<thead>
<tr>
<th>Model</th>
<th>CSP</th>
<th>ICA</th>
<th>FC</th>
<th>PCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>GB</td>
<td>0.52</td>
<td>0.60</td>
<td>0.60</td>
<td>0.65</td>
</tr>
<tr>
<td>KN</td>
<td>0.52</td>
<td>0.58</td>
<td>0.55</td>
<td>0.52</td>
</tr>
<tr>
<td>LR</td>
<td>0.53</td>
<td>0.53</td>
<td>0.52</td>
<td>0.53</td>
</tr>
<tr>
<td>RF</td>
<td>0.59</td>
<td>0.63</td>
<td>0.61</td>
<td>0.65</td>
</tr>
<tr>
<td>SVM</td>
<td>0.57</td>
<td>0.51</td>
<td>0.53</td>
<td>0.52</td>
</tr>
</tbody>
</table>

TABLE V
Stimulation region classification model performance on holdout patients

<table>
<thead>
<tr>
<th>Model</th>
<th>N Extracted</th>
<th>Accuracy</th>
<th>F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>CSP - SVM</td>
<td>48</td>
<td>0.66</td>
<td>0.64</td>
<td>0.68</td>
<td>0.61</td>
</tr>
<tr>
<td>PCA - RF</td>
<td>36</td>
<td>0.60</td>
<td>0.58</td>
<td>0.62</td>
<td>0.55</td>
</tr>
<tr>
<td>PCA - LR</td>
<td>30</td>
<td>0.54</td>
<td>0.65</td>
<td>0.53</td>
<td>0.35</td>
</tr>
<tr>
<td>ICA - KN</td>
<td>26</td>
<td>0.59</td>
<td>0.65</td>
<td>0.58</td>
<td>0.74</td>
</tr>
<tr>
<td>PCA - GB</td>
<td>44</td>
<td>0.65</td>
<td>0.62</td>
<td>0.68</td>
<td>0.58</td>
</tr>
</tbody>
</table>

models managed to surpass it in holdout performance. The inconsistency between cross-validation scores and holdout scores in this classification tasks suggests a need for better regularization and additional data. This is further explored by producing a learning curve for PCA-RF model, shown in Figure 6. The learning curve results show a clear upward trend in the validation scores, confirming the need for more data in order to avoid spurious correlations.

VI. DISCUSSION & CONCLUSION

We approach the problem of DBS classification using an array of common feature extraction techniques and machine learning models. Results clearly demonstrate successful detection of DBS, as well as classification of DBS region. We find that an SVM applied to features extracted using PCA to be the most precise when detecting DBS across patients. A decision tree-based gradient boosting ensemble, paired with PCA, achieves the highest precision for identifying DBS region. Overall, the majority of models beat the baseline precision, lending support for future effort in this approach to improving DBS efficacy.

Several areas of our work could be expanded or considered more closely in future work. First, a broader range of feature extraction techniques should be considered, especially those that account for the spatial context of the sensors. This includes how regions may couple in the time and frequency domain, as shown to be relevant in prior work. Additionally, our anomaly treatment strategy may benefit from domain knowledge. For instance, sensor correlation checks may be more sensibly performed with neighbors from within the same brain region only. Other areas of improvement include stronger regularization for both complex models and supervised feature extraction [41].

Finally, we expect our dataset to grow as more patients’ DBS implants are tuned with the dense array in place. As evidenced by our learning curve experiments, we expect generalization to improve, possibly leading to novel discoveries in DBS treatment strategies.
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