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Abstract—Data mining methods are becoming vital as the amount and complexity of available data is rapidly growing. Visual data mining methods aim at including a human observer in the loop and leveraging human perception for knowledge extraction. However, for large datasets, the rough knowledge gained via visualization is often times not sufficient. Thus, in such cases data summarization can provide a further insight into the problem at hand. Linguistic descriptors such as linguistic summaries and linguistic rules can be used in data summarization to further increase the understandability of datasets. This paper presents a Visual Linguistic Summarization tool (VLS-SOM) that combines the visual data mining capability of the Self-Organizing Map (SOM) with the understandability of linguistic descriptors. This paper also presents new quality measures for ranking of predictive rules. The presented data mining tool enables users to 1) interactively derive summaries and rules about interesting behaviors of the data visualized though the SOM, 2) visualize linguistic descriptors and visually assess the importance of generated summaries and rules. The data mining tool was tested on two benchmark problems. The tool was helpful in identifying important features of the datasets. The visualization enabled the identification of the most important summaries. For classification, the visualization proved useful in identifying multiple rules that classify the dataset.
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I. INTRODUCTION

Data mining and knowledge extraction from raw data is becoming more and more important and useful as the amount and complexity of data are rapidly increasing [1], [2]. Thus, efficient and easy to use data mining techniques are required to extract knowledge from these datasets. Data mining algorithms incorporate methodologies from different fields in order to effectively extract knowledge from large datasets, one of which is visual data mining.

Visual data mining is defined as the process of exploration, interaction and reasoning with the abstract data using natural human perception [3]. By including humans in the data mining process, the flexibility, creativity and general knowledge of the human is combined with the computation and storage capabilities of computers [1], [4]. Thus, the effectiveness and efficiency of the data mining process is increased [1], [5].

For further knowledge extraction it is required to understand underlying inter-dependencies and characteristics of data. Again size and complexity of datasets hinder the knowledge extraction process and traditional manual knowledge extraction is becoming obsolete [6]. Among these knowledge extraction techniques, data summarization is used as a data pre-exploration method to gather knowledge from previously unseen data. Data summarization is defined as the process of extracting the most important information from a dataset to produce a concise, more understandable version for a particular application [7]-[10]. Conventional data summarization is called statistical or numerical data summarization and uses precise terms such as mean, median and standard deviation. However, it has been shown that these terse, precise numbers are counter intuitive to natural human language and therefore, more difficult to understand [7], [8], [11]. Thus, humans tend to prefer and better understand linguistically expressed properties. Linguistic descriptors of data are also preferable when a higher level of understanding of data is required and when dealing with non-numeric data [7], [8]. Linguistic descriptors of data can be expressed in two forms: linguistic summaries and predictive rules.

Linguistic Summarization (LS) of data was introduced by Yager in 1982 [12] and since then has been applied used in many areas [10], [13]-[17]. More recently these Yager type summaries were extended to Zadeh type fuzzy "if - then" summaries [6]-[9], [18]. LS derives descriptive summaries that describe the most common characteristics of a dataset. Therefore, LS is used in data pre-exploration to discover these characteristics and inter-dependent dimensions.

Linguistic Predictive Rule (PR) generation is closely related to LS. PR generates rules that predict classes in the dataset [11], [19]-[21]. PR can also be expressed as Zadeh type fuzzy associative rules [18]. Using PR it is possible to understand the dimensions and their values that contribute to classification of data. In previous work clustering and classification capability of Self-Organizing Maps (SOM) have been used to generate fuzzy type associative PR [22], [23], as well as non-fuzzy type PR [24], [25]. SOM have been also used in conjunction with various other algorithms to increase the effectiveness of the generated PR [26]-[29]. Malone et al. and Hung used the cluster boundary of SOM to generate non fuzzy type classification rules [30], [31].

This paper presents 1) a linguistic data mining tool, VLS-SOM that automatically generates linguistic descriptors, 2) a
novel SOM based linguistic descriptor visualization method and 3) tools that enable visual assessment of linguistic descriptors according to the application and 4) novel quality measures for predictive rule generation. These quality measures are based on quality measures proposed in [8], [9]. The implementation facilitates the generation of custom LS and PR by means of interactive control of the linguistic data mining process. Quality measures that were proposed by Wu et al. in [8], [9], and extended for the use in SOM in [32] are used for linguistic summarization of data. The presented tool was tested on two benchmark datasets and was shown to be helpful in identifying interesting patterns that exists in the data and in identifying dimensions that contribute to classification of data.

VLS-SOM utilizes the 3D visual data mining tool called the CAVE-SOM which was presented in [3]. CAVE-SOM utilizes the dimensionality reduction, generalization, and approximation capabilities of Self-Organizing Maps (SOM) and the immersive virtual environment known as the Cave Automated Virtual Environment (CAVE).

The rest of the paper is organized as follows: Section II provides background review of the SOM algorithm. Section III introduces the SOM based linguistic data mining and Section IV describes the implemented data mining system, VLS-SOM. Section V presents the experimental results, and Section VI concludes the paper.

II. SELF-ORGANIZING MAPS

The Self-Organizing Map (SOM) algorithm was developed by Kohonen [33]. The SOM consists of a topological grid of neurons typically arranged in 1D or 2D lattice [34]. The fixed grid defines the spatial neighborhood of each neuron.

Each neuron maintains a synaptic weight vector \( \vec{w} = \{w_1, \ldots, w_N\} \), where \( N \) is the dimensionality of the input space. A dataset \( D \) containing \( M \) data points can be expressed as:

\[
D = \{d_1, d_2, \ldots, d_M\}
\]  

where \( d_m \) represents a single data point and each data point \( d_m \) has \( N \) dimensions and is expressed as:

\[
d_m = \{v_{m,1}, v_{m,2}, \ldots, v_{m,N}\}
\]  

where \( v_{m,n} \) is the \( n^{th} \) dimension of the \( m^{th} \) data point.

The structure of a 2D SOM is depicted in Fig. 1(a). All neurons are first randomly initialized and then iteratively adapted based on the training set of input data. The training process can be described in several steps as follows [34]:

**Step 1 - Initialization:** Randomly initialize all synaptic weight vectors in the input domain.

**Step 2 - Sampling:** Select a random input pattern \( \vec{d}_m \) from the training dataset.

**Step 3 – Competitive Learning:** Find the Best Matching Unit (BMU) for the current input pattern \( \vec{d}_m \). The BMU is found by minimizing the Euclidean distance between the input pattern \( \vec{d}_m \) and the synaptic weight vectors \( \vec{w} \):

\[
BMU(\vec{d}_m) = \arg \min_k \|\vec{d}_m - \vec{w}_k\|, \quad k = 1, 2, \ldots, K
\]

Here, \( BMU(\vec{d}_m) \) is the best matching unit for input pattern \( \vec{d}_m \), operator \( \| \| \) denotes the Euclidean distance norm, and \( K \) is the number of all the neurons in the SOM.

**Step 4 – Cooperative Updating:** Update the synaptic weight vectors of all neurons in SOM using the cooperative update rule:

\[
\vec{w}_k(i+1) = \vec{w}_k(i) + \eta(i) h_{k,BMU(\vec{d}_m)}(i) (\vec{d}_m - \vec{w}_k(i))
\]

Here, \( i \) denotes the iteration, \( \eta(i) \) is the learning rate and \( h_{k,BMU(\vec{d}_m)}(i) \) is the value of the neighborhood function for the neuron \( k \) centered at \( BMU(\vec{d}_m) \).

**Step 5 – Convergence Test:** Until a specified convergence criterion is met go to Step 2.

The learning process is controlled by the dynamic learning rate \( \eta \) and the neighborhood function \( h \). The size of the neighborhood function and the learning rate is reduced exponentially to enforce a convergent behavior.

The learning process described in Steps 2-5 is repeated
until a specific convergence criterion is met. An illustrative example of a 2D SOM in the input space adapted to a 2D distribution of data is shown in Fig. 1(b).

After convergence, the number of times each neuron \( k \) was selected as a best matching unit (BMU) was stored as \( N_{BMU,k} \), such that:

\[
\sum_{k=1}^{K} N_{BMU,k} = M
\]  

where \( K \) is the number of neurons and \( M \) is the total number of data points.

Further, for labeled data, the number of times each neuron \( k \) was selected as a best matching unit (BMU) for each class was stored as \( N_{BMU,k,c} \), such that:

\[
\sum_{k=1}^{K} \sum_{c=1}^{C} N_{BMU,k,c} = M
\]  

where \( c \) is the class label and \( C \) is the number of classes in the dataset.

III. SOM BASED LINGUISTIC DATA MINING

This section discusses linguistic summarization process as applied to SOM.

Different types of linguistic uncertainties can be used to represent the uncertainty of the dataset. Yager type linguistic uncertainty uses terms such as "more, less than half, all of" etc. to describe datasets [12]. Zadeh type fuzzy uncertainty divides each dimension into membership functions and uses these membership functions to derive "if, then" type associative descriptors [18]. This paper focuses on Zadeh type "if, then" linguistic summaries and predictive rules for data mining.

An "if, then" type fuzzy linguistic summary can be expressed as:

\[
\text{IF } \text{ant}_1 \text{ IS } S_1 \text{ AND } \text{ant}_2 \text{ IS } S_2 \text{ THEN cons IS } S_3
\]  

where \( \text{ant}_1 \) and \( \text{ant}_2 \) are the antecedents and \( S_1 \) and \( S_2 \) are the fuzzy sets of the two antecedents, respectively, and \( \text{cons} \) is the consequent and \( S_3 \) is the fuzzy set of the consequent. In linguistic summarization each antecedent and consequent of fuzzy rules are different dimensions of the dataset, thus the fuzzy linguistic summary in (7) can be re-written in terms of dimensions as:

\[
\text{IF } v_a \text{ IS } S_1 \text{ AND } v_b \text{ IS } S_2 \text{ THEN } v_c \text{ IS } S_3
\]  

where \( a \neq b \neq c \) and \( v_a \), \( v_b \) and \( v_c \) are dimensions of the dataset.

However, for predictive rules, the consequent is the class predicted by the rule. Therefore the linguistic summary in (8) can be converted into a predictive rule as:

\[
\text{IF } v_a \text{ IS } S_1 \text{ AND } v_b \text{ IS } S_2 \text{ THEN } \text{class IS } c
\]  

where \( c \) is the predicted class label.

For the sake of simplicity and ease of understanding, in this paper each dimension of the input dataset was decomposed into three fuzzy sets shown in Fig. 2. However, depending on the requirements of the application, the number and shape of the fuzzy sets can be changed for each dimension. An input value \( x \) is mapped to a degree of belonging to each fuzzy set called the membership degree, which is denoted as \( \mu(x) \). Using this membership degree it is possible to derive a goodness measure for a linguistic summary or a predictive rule.

In order to generate linguistic descriptors that are more pertinent to the dataset all possible descriptors are generated, and various quality measures are used to rank these generated descriptors. In this paper three quality measures presented in [8], [9] and modified in [32] for the use in SOM, are used for ranking linguistic summaries. For linguistic rule generation, new quality measures are proposed, that are based on the quality measures used for linguistic summarization.

A. Linguistic Summarization

Linguistic summarization derives summaries of the dataset which are descriptive, and provide an understanding of the distribution of each dimension. Thus, the consequent of a linguistic summary is a dimension of the dataset.

As mentioned earlier, in this paper, three quality measures are used for ranking linguistic summaries.

The degree of truth was first presented by Yager in [12], and was also used by Wu et al. in [8] and [9]. Degree of truth is calculated by deriving the minimum membership degree for each antecedent and consequent, for all the data points. The degree of truth, \( T_{SOM} \) modified to be used in SOM can be expressed as [32]:

\[
T_{SOM} = \frac{\sum_{k=1}^{K} \sum_{c=1}^{C} \min(\mu_{S_1}(v_{a,k}), \mu_{S_2}(v_{b,k}), \mu_{S_3}(v_{c,k})) \times N_{BMU,k,c}}{\sum_{k=1}^{K} \sum_{c=1}^{C} N_{BMU,k,c}}
\]

According to the equation, if none of the data points satisfy the antecedents, then the denominator goes to zero thus invalidating the summary. As the number of data points that does not satisfy the consequent increase the numerator goes to zero thereby reducing the degree of truth for the
Therefore, the larger the degree of truth the more data points satisfy both the antecedents and the consequents. However the degree of truth does not elaborate on the number of data points each summary is associated with.

Degree of sufficient coverage was presented by Wu et al. [8], [9], and was also modified in [32] for the use in SOM. This quality measure uses the percentage of data points that supports a certain rule. Thus degree of sufficient coverage \( C_{SOM} \) is expressed as:

\[
C_{SOM} = f_x \left( \frac{\sum_{k} t_k}{M} \right) \tag{11}
\]

where,

\[
t_k = \begin{cases} 
1, & (\min(\mu_{f_1}(w_{k,a}), \mu_{f_2}(w_{k,b}), \mu_{f_3}(w_{k,c})) \times N_{BMU_k}) > 0 \\
0, & \text{otherwise}
\end{cases} \tag{12}
\]

where, \( t_k \) is the degree of truth and \( M \) is the number of data points associated with a neuron. Therefore, as the number of data points associated with a neuron is reduced the membership degree of the neurons is also reduced. The second term calculates the ratio between the number of times neuron \( k \) was selected as the best matching unit for class \( c \) and the total number of times the neuron was selected as the best matching unit. Thus, the membership degree is further reduced if the neuron is associated with multiple classes.

Using \( \mu_{k,c} \), the quality measures used for linguistic summarization were modified for ranking of predictive rules. The degree of truth for the predictive rule in (9) can be expressed as:

\[
T_{PRED} = \frac{\sum_{k=1}^{\kappa} \min(\mu_{f_1}(w_{k,a}), \mu_{f_2}(w_{k,b}), \mu_{f_3}(w_{k,c})) \times N_{BMU_k}}{\sum_{k=1}^{\kappa} (\min(\mu_{f_1}(w_{k,a}), \mu_{f_2}(w_{k,b}), \mu_{f_3}(w_{k,c})) \times N_{BMU_k})} \tag{15}
\]

Similarly degree of sufficient coverage for predictive rules is expressed as:

\[
C_{PRED} = f_x \left( \frac{\sum_{k} t_k}{M} \right) \tag{16}
\]

where,

\[
t_k = \begin{cases} 
1, & (\min(\mu_{f_1}(w_{k,a}), \mu_{f_2}(w_{k,b}), \mu_{f_3}(w_{k,c})) \times N_{BMU_k}) > 0 \\
0, & \text{otherwise}
\end{cases} \tag{17}
\]

Using degree of truth and degree of sufficient coverage, degree of reliability for predictive rules is expressed as:

\[
R_{PRED} = \min(T_{PRED}, C_{PRED}) \tag{18}
\]

As the degree of reliability is the most expressive quality measure [9], it was used as the final ranking quality measure for linguistic summaries and predictive rules.
IV. VLS-SOM IMPLEMENTATION

VLS-SOM takes advantage of the data compression, generalization and visualization capabilities of the SOM and the higher level understandability of linguistic descriptors. The SOM is used to visualize large multi dimensional datasets in lower, human perceivable dimensions. Using SOM users are able to identify clusters and patterns in the input dataset.

VLS-SOM utilizes CAVE-SOM presented in [3] to visually represent data. The CAVE-SOM is a 3-dimensional SOM implemented in the immersive virtual environment known as CAVE. The CAVE-SOM utilizes the color, size and transparency of neurons to provide vital information about the dataset to the user. VLS-SOM builds upon the visualization provided by CAVE-SOM, by enabling the user to visualize linguistic descriptors by means of color and size of neurons.

VLS-SOM further implements functionalities that enable the user to control the summarization process and generate summaries and rules depending on the application. VLS-SOM implements two main toolsets for data mining: linguistic summarization tools and rule generation tools. The tool also utilizes different visualization techniques to convey information about generated rules and summaries to the user visually. Fig 4. illustrates the visual linguistic data mining process of VLS-SOM.

The data mining process is usually expressed as a three step process: 1) overview first, 2) zoom and filter and 3) details-on-demand [1]. VLS-SOM follows these three steps by first visualizing the whole data set, then generating linguistic predictors that summarize the dataset, and finally allowing the user to generate linguistic predictors on specific dimensions and clusters.

A. Linguistic Summary and Predictive Rule Generation

VLS-SOM allows the user to generate summaries or rules according to the requirements of the application. Using the GUI users are able to set the desired antecedents and consequent of the generated summary or rule (see Fig. 5(e)). This allows the generation and visualization of summaries and rules that span only a selected dimension. Furthermore for predictive rule generation users are able to generate rules for specific classes in the dataset.

The interactive GUI also enables the user to select the quality measure linguistic descriptors are ranked upon, thereby generating descriptors suited for different uses.

B. Visualization

After generating linguistic summaries or predictive rules, users are able to visualize them by means of color or size of the neurons (see Fig. 5(b) and 5(c)). These visualizations enable the user to understand the distribution and the truth of the summaries and visually assess the importance of these trends.

In order to visualize linguistic summaries and predictive rules, the presented quality measures in Section III must be calculated for each neuron separately.

Thus degree of truth of a linguistic summary for a single neuron $k$ can be expressed as:

$$T_{k,\text{SUM}} = \frac{\min(\mu_S(w_{x,k}), \mu_S(w_{y,k}), \mu_S(w_{z,k})) \times N_{BMU,k}}{\min(\mu_S(w_{x,k}), \mu_S(w_{y,k}), \mu_S(w_{z,k})) \times N_{BMU,k}} \quad (19)$$

Similarly the degree of truth of a predictive rule for neuron $k$ can be expressed as:

$$T_{k,\text{PRED}} = \frac{\min(\mu_S(w_{x,k}), \mu_S(w_{y,k}), \mu_S(w_{z,k})) \times N_{BMU,k}}{\min(\mu_S(w_{x,k}), \mu_S(w_{y,k}), \mu_S(w_{z,k})) \times N_{BMU,k}} \quad (20)$$

Degree of sufficient coverage is calculated for each neuron by means of the fraction each neuron contributes to the overall degree of sufficient coverage. Thus, degree of sufficient coverage for neuron $k$ is expressed as:

$$C_k = f_i \left( \frac{t_i}{\sum_{y=1}^{t} t_y} \right) \quad (21)$$

where $t$ is calculated using equations (12) and (17) for linguistic summarization and predictive rule generation, respectively.

These per neuron quality measures are then used to calculate the degree of reliability for each neuron using equations (13) and (18). The calculated quality measures for each neuron can then be mapped to the size or the color of each neuron. The implemented GUI allows users to select different rules and visualize them using either color or size of the neurons.

For predictive rules VLS-SOM provides a visualization that shows false positives and false negatives by using color of the neurons (see Fig. 6(d)). This enables the user to visually assess the performance of generated rules.
V. EXPERIMENTAL RESULTS

In this section the proposed visual, linguistic data mining tool, VLS-SOM is tested against 2 benchmark datasets. The emphasis of this analysis was not on the comparison of different quality measures but on the usefulness of the descriptors generated.

The visualization of the presented tool is based on CAVE-SOM which was first presented in [3]. CAVE-SOM represents neurons as cubes in 3D space. The size of the neuron represents the number of data points associated with each neuron and the transparency represents the distance between neurons. Furthermore, the color of the neurons represent the class of the neuron. Neurons that are associated with multiple classes are visualized as histograms that show the number of points associated with each class by means of size.

A. Benchmark Problem I – Pima Indians dataset

The first benchmark problem used was the Pima Indians Diabetes dataset [36]. The Pima Indians Diabetes dataset contains data about 768 female patients, with 268 patients tested positive for diabetes. The dataset contains 8 dimensions and arranged into two classes: patients with diabetes and patients without diabetes.

Using linguistic summarization it is possible to generate summaries that explain the data in a human understandable way. Fig. 5(a) shows the trained SOM, where red neurons represent the patients tested positive for diabetes. Fig. 5(d) shows the generated summaries for the dataset. Using these summaries it was possible to identify important characteristics of the dataset. After identifying interesting patterns it was possible to drill-up and drill-down using the antecedent consequent selection toolbox (Fig. 5(e)). This toolbox allowed the selection of the number of antecedents of the summaries as well as the actual dimension of the antecedent of the consequent.

The visualization tool enabled the visualization of each summary by means of color or size of neurons. Fig 5(b) shows a summary visualized using the color of the neurons. Red shows neurons that follow the summary the best, while blue neurons show neurons that follow the summary the least. Using this visualization it was possible to obtain an understanding about the amount of data the summary covers. Similarly Fig. 5(c) shows the same summary visualized as the size of neurons. Again this visualization shows the distribution of the summary within the dataset while at the same time showing the class distribution of the data the summary covers.

B. Benchmark Problem II – Iris dataset

VLS-SOM was used to analyze the well-known iris dataset [36]. The iris dataset is a typical benchmark problem describing the separation among three species of Iris flowers – Setosa, Virginica, and Versicolor. Each data point is described using 4 features: the length and the width of the sepal and petal. The dataset consists of 150 patterns, divided in 50 patterns for each class.

By utilizing the predictive rule generation tool, rules that can classify the dataset were generated. Fig. 6(a) shows two-antecedent rules that were generated for the iris dataset, and it can be seen that most of the top rules are for classifying Virginica class. Similar to LS, by using the antecedent consequent selection tool box, users can select the number of

<table>
<thead>
<tr>
<th>Classified as class A</th>
<th>Classified as not class A</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actually belongs to class A</td>
<td>True positives</td>
</tr>
<tr>
<td>Actually does not belong to class A</td>
<td>False negatives</td>
</tr>
</tbody>
</table>
antecedents, antecedent dimensions and the consequent class for the rules. Fig. 6(b) show rules that were generated specifically for Setosa class.

The generated rules can then be visualized using the size or the color of the neurons. Similar to LS visualization, the size or the color of the neuron can emphasize the support of each neuron for the generated rule. For predictive rules a third visualization was implemented that shows the true and false positives and true and false negatives (see Table I). Fig. 6(d) shows the false-positive/false-negative view for the selected rule in Fig. 6(b). The disc of the neurons shows the number of data points associated with each neuron. True positives are shown in the color of the class that the selected rule is classifying (in Fig. 6(d) red). False positives are shown in grey. True negatives are not displayed and false negatives are shown in the colors each class is associated with (in Fig. 6(d) green). The visualization also shows the true/false positive and true/false negative percentages and allowed the selection optimal rules for the classification of the dataset.

Fig. 7 illustrates the use of predictive rule generation and visualization. Rules for classification of the Setosa class were generated (Fig. 7 (a)), however the best rule did not completely classify the Setosa class, i.e. there were some false positives (Fig. 7 (b)). However, by means of the visualization it was possible to identify the portion of the dataset that the rule fails to classify and find another rule that covers that portion. Fig. 7 (c) shows a rule that covers the portion of the dataset that the rule in Fig. 7 (a) failed to cover. Thus, by combining these two rules it was possible to generate a rule that classified the whole dataset.

VI. CONCLUSION

This paper presented a visual, linguistic data mining tool
that utilizes the data visualization capability of the Self-Organizing Map and understandability of linguistic descriptors. The presented method implements interactive tools that allow the generation of custom descriptors based on the requirement of the application, as well as visualize the generated descriptors. The paper also presents novel quality measure for the ranking of predictive rules.

The implemented tool follows the three step data exploration process by, first: providing an overview by means of visualization of the data, second: zoom and filter by means of generating custom descriptors, and third: provide details on demand by generating descriptors for select portions or dimensions of the data.

The presented tool was tested on two benchmark datasets. The tool proved to be valuable in extracting knowledge from the datasets. The implemented tools enabled the generation of custom descriptors. The visualization methodologies enabled the identification of most important summaries as well as identifying multiple classification rules.
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