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Abstract
The chapter discusses the role of meta-analysis in enhancing the understanding of employment test validity. We discuss the state of validity knowledge prior to the introduction of meta-analysis and summarize the gains in knowledge following the introduction of meta-analysis. We review the standards of systematic literature reviews, data typically reported in a meta-analysis of a personnel selection test, and how meta-analytic findings are interpreted. Furthermore, we consider the differences between the meta-analysis of selection tests that evaluate specific constructs and those that assess selection test methods that measure multiple constructs. We discuss issues to consider when evaluating the degree to which meta-analytic reviews of validity data have credibility and how to make decisions regarding the appropriateness of the application of a selection test. Finally, we discuss the need to improve reporting practices in meta-analytic reviews as well as the inconsistencies of the Uniform Guidelines on Employee Selection Procedures with scientific knowledge concerning meta-analysis and validity.
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Introduction
The primary purpose of an employment test is to screen applicants based on inferences about future performance. Empirical evidence indicates that individual differences evaluated through personnel assessment methods have important implications for job performance and the financial value of the employees' performance for the organization (Hunter, Schmidt, & Judiesch, 1990). This chapter describes how researchers accumulate research results using meta-analysis and how this aggregation of research results can be used by organizations to better inform their use of selection procedures.

What Is Meta-Analysis and What Is Validity Generalization?
The term "meta-analysis" was first introduced by Gene Glass (1976) to "refer to the statistical analysis of a large collection of analysis results from individual studies for the purpose of integrating the findings" (p. 3). Validity generalization is the use of meta-analytic techniques to explore the generalizability of the correlation (validity) between employment test scores and outcome variables, such as job performance, performance in training, and tenure (Rothstein, McDaniel, & Borenstein, 2002), across various situations in which an employment test might be used. A validity generalization analysis estimates the mean population validity and the variance in the population validity. One therefore can conclude that a test demonstrates validity generalization when the large majority (typically 90% or more) of the validity estimates between the test and the criterion of interest (e.g., job performance) are above zero.

Note that the definition of validity generalization does not mean that all population validity
estimates are the same. Typically, there is some variability remaining that may be due to differences across studies on a third variable (i.e., a moderator) such as characteristics of the job or the situation. For example, the validity of cognitive ability for job performance typically shows validity generalization and some of the remaining variability in validity coefficients is due to the moderating effect of the cognitive complexity of the job (Hunter & Hunter, 1984). Likewise, conscientiousness typically shows validity generalization and some evidence indicates that the correlation between the test and job performance is higher for jobs with greater autonomy (Barrick & Mount, 1993). Depending on one’s perspective, the autonomy moderator is either a characteristic of the job or a characteristic of the situation. The remaining variance may also be due to differences across studies in nonmoderator sources of variance that were not corrected in the validity generalization study (e.g., reporting errors in the studies that contributed data to the meta-analysis).

In this chapter, we use the phrase “employment test” to refer to any type of procedure used to screen job applicants. Thus, an employment test could be an interview or a résumé review in addition to a cognitive ability or personality test. We use the phrase “validity coefficients” to refer to correlations between an employment test and job performance.

Chapter Overview
We begin the chapter with a review of the status of personnel selection knowledge prior to validity generalization. This review provides background context for the objectives and challenges faced by meta-analytic researchers. In subsequent sections, we review the principles of a systematic literature review, data commonly reported in a meta-analysis of an employment test, and how these results are interpreted. We discuss the distinction between the meta-analyses of employment tests that assess specific constructs (e.g., cognitive ability, conscientiousness) and the analyses of employment test methods (e.g., interviews, assessment centers) that measure multiple constructs. This chapter also describes the interpretation of estimated mean population validities and variances. We review considerations when evaluating the extent to which meta-analytic summaries of validity data are credible. We also discuss issues to consider when using validity generalization results to make decisions about the appropriateness of a test in a particular application. We highlight reporting practices that need improvement and the inconsistency of the Uniform Guidelines on Employee Selection Procedures (Equal Employment Opportunity Commission, Civil Service Commission, Department of Labor, & Department of Justice, 1978) with current science as reflected in professional guidelines and peer-reviewed literature.

The Dark Ages: Life before Meta-Analysis
Beginning in the early twentieth century, research findings indicated that the same employment test could yield different validity estimates for predicting job performance, even when computed for the same job in similar settings (Schmidt & Hunter, 1998). The conclusion drawn was that there were as-yet-undiscovered attributes of the situations (e.g., the occupational contexts) that influenced the magnitude and direction of the correlations between employment tests and job performance. Detailed job analyses were unable to identify these situational attributes (Schmidt & Hunter, 1998). In other words, it was often observed that an employment test used to hire a teller for a bank branch on Main Street yielded a different validity coefficient than when used to hire a teller for a bank branch on Broad Street. This phenomenon came to be called the situational specificity hypothesis. The apparent implication of situational specificity was that organizations that wished to use employment tests had to conduct a validation study (e.g., examine the correlation between the employment test and job performance) for each job and in each setting for which they wished to use an employment test.

As late as the 1970s, the assumption of situational specificity was accepted as a fact (Schmidt & Hunter, 2003) and there was a strong reliance on small sample, local validity studies. Consequently, job analysts and researchers alike refrained from making firm statements about personnel selection methods. In addition, it was difficult to accumulate knowledge concerning the best selection procedures. As such, the notion of situational specificity retarded the growth and development of our knowledge of personnel selection for decades.

Let There Be Light: The Genesis of Meta-Analysis
In the late 1970s, Schmidt and Hunter (1977) challenged the situational specificity hypothesis by suggesting that the validity of personnel selection methods varied across studies due to statistical artifacts. They proposed that the validity of employment
tests is largely stable across organizations. This stability became evident when researchers corrected for variance in study results caused by statistical artifacts. The conclusion was that local validation studies are not routinely needed every time an organization wanted to apply selection methods.

One of the major contributions of this work was the observation that much of the variation across applications in the validity of the personnel selection methods was caused by simple random sampling error (sampling error is one type of statistical artifact). Random sampling error occurs when a study sample is not representative of the population from which the sample was drawn. The relatively small samples that had been used in past validity studies resulted in substantial random sampling error that caused validity coefficients to appear unstable across situations. Thus, even if the test had a constant validity in the population (e.g., the correlation between the employment test and job performance was always 0.50), random sampling error might result in a validity coefficient being 0.10 in one application of the employment test and 0.70 in another. Furthermore, there was variance in the findings of local validity studies that was caused by differences across studies in measurement error and range restriction. This artifactual variance contributed to the apparent instability of validity results across situations. Measurement error and range restriction also caused the observed validity coefficients to underestimate their population parameter (e.g., the "true" validity).

Schmidt and Hunter (1977) developed methods that could correct for variance across studies due to sampling error, measurement error, and range restriction. The methods also permitted the estimation of the population or true validity of employment tests. When the variability in population validity indicated that most validities would be positive in future applications, the employment test was considered to have validity generalization. This indicated that the validity would generalize across most applications in which the test might be used.

Early validity generalization studies demonstrated the value of validity generalization for several jobs. For example, Pearlman, Schmidt, and Hunter (1980) showed validity generalization of several predictors in the selection of clerical workers. This study showed that differences across job tasks had very little influence on the validity of employment tests. Another study that aided in the acceptance of the meta-analysis of employment tests was a validity generalization study conducted using the General Aptitude Test Battery (GATB) in the context of 12,000 jobs (Hunter, 1980; Hunter & Hunter, 1984). This finding demonstrated the robustness of general cognitive ability and psychomotor ability employment tests across jobs and established the value of validity generalization analyses in the accumulation of knowledge in personnel selection. These studies suggested that the emphasis on detailed job analyses, which was common in the field and incorporated into the Uniform Guidelines on Employee Selection Procedures (Equal Employment Opportunity Commission et al., 1978), was likely misguided.

A second major advancement that greatly assisted the acceptance of meta-analysis was an article by Schmidt, Hunter, Pearlman, and Hirsh (1985) that contained a question and answer dialogue. In the article titled "Forty Questions About Validity Generalization and Meta-Analysis," Schmidt et al. addressed major critiques directed at validity generalization and meta-analysis. This publication was a major turning point in the acceptance of the meta-analysis methods applied to employment test validity.

**Two Major Methods for Conducting a Meta-Analysis**

During the 1970s and 1980s, researchers across disciplines were working independently, and nearly at the same time, on the foundations of what has come to be known as meta-analysis (Glass & Smith, 1979; Hedges & Olkin, 1985; Rosenthal & Rubin, 1978; Schmidt & Hunter, 1977). The approach offered by Schmidt and Hunter (1977) became known as psychometric meta-analysis (Hunter & Schmidt, 1990) and its use in showing the magnitude and relative stability of validity across situations is called validity generalization.

The primary meta-analytic methods used today are (1) psychometric (Hunter & Schmidt, 1990) and (2) meta-analyses in the tradition of Hedges and Olkin (1985). More recent versions of these two approaches are represented by *Methods of Meta-Analysis: Correcting Error and Bias in Research Findings* (Hunter & Schmidt, 2004) and *Introduction to Meta-Analysis* (Borenstein, Hedges, Higgins, & Rothstein, 2009). Both of these methodological approaches focus on estimating the population distribution of studies. Both meta-analysis approaches recognize that correlations (and other effect sizes) vary from study to study due to random sampling.
Psychometric meta-analysis also explicitly considers other statistical artifacts whereas meta-analyses in the Hedges and Olkin tradition typically do not. In the next section, we will review in greater depth the factors that limit inferences from primary validity studies such as sampling error, measurement error, and range restriction.

Factors That Limit Inferences from Primary Validity Studies

Understanding the effects of statistical artifacts on validity coefficients is the key to understanding validity generalization. Here, we present an overview of sampling error, measurement error, and range restriction.

What Is Random Sampling Error?

Random sampling error is the difference between a sample statistic and a population parameter from which the sample was derived. It is a major constraint on the usefulness of an individual study and influences our ability to estimate a population correlation. To determine the correlation between an employment test and job performance, one wants to know the population correlation (known as the population parameter, rho, which is symbolized as ρ). The preliminary estimate of the population correlation is obtained by calculating an "observed" correlation in a sample. Due to random sampling error, the observed correlation in the sample may overestimate or underestimate the population correlation. The nature of the relation between the size of a sample and random sampling error is such that as the size of a sample increases, the magnitude of the error of a sample decreases in an asymptotic manner. The decrease in sampling error is much more dramatic when increasing the sample size from 100 to 200 than when increasing the sample size from 1,000 to 1,100. Because of this relation between sample size and sampling error, larger samples are more representative of a population than smaller samples. That is, on average, large samples provide better estimates of the population correlation than smaller samples.

Our ability to identify a population correlation is also a function of the magnitude of that effect. The stronger a population effect (e.g., a correlation or standardized mean difference), the smaller the sample required to detect that effect can be. For example, a researcher would not need to sample a large number of people to discover that the majority of Americans would rather eat a slice of pizza than a handful of dirt.

Consider the following illustration of random sampling error. Imagine a bag that includes 21 red poker chips and nine white poker chips (N = 30). The ratio of red poker chips to white poker chips is 7:3. Now imagine that you shake the bag to mix the chips and remove a random sample of 10 poker chips (n = 10). This sample may yield the true ratio of seven red poker chips and three white poker chips. However, if you were to replace the 10 poker chips, shake the bag again, and remove a second random sample you might select six red poker chips and four white poker chips. In a third sample, you might select eight red poker chips and two white poker chips. The phenomenon that you would be witnessing is random sampling error.

With enough random samples, the mean of the distribution of all your samples would come to reflect the actual distribution of red to white poker chips in the bag (7:3), but there would be substantial variability in results across samples. This variability is entirely due to random sampling error. This poker chip example demonstrates the constraint imposed by random sampling error on any single, primary validity study. Some samples will underestimate the number of red poker chips and other samples will overestimate the number of red poker chips. Likewise, some samples will yield an observed correlation that underestimates the population correlation and other samples will yield correlations that overestimate the population correlation. This limits what can be concluded from any single study. However, one can see the benefit of the application of a validity generalization study that quantitatively aggregates primary sample results. Because sampling error is random, with enough samples, an average of results across samples will yield the correct population information (the correct ratio of red to white poker chips in the population). Likewise, with enough samples, an average of the observed validity coefficients will yield a mean observed validity coefficient that is not distorted by random sampling error. However, the mean observed validity coefficient will still be an underestimate of the population correlation due to measurement error and range restriction.

Formulas exist to estimate the amount of random sampling error in a study (Borenstein et al., 2009; Hunter & Schmidt, 2004). The formulas account for the size of the sample and the estimated magnitude of the population effect. Sampling error is summarized with a statistic called the standard error. A standard error is used in all statistical significance
tests and is also, perhaps more appropriately, used in creating confidence intervals around sample statistics.

**What Is Measurement Error?**

In addition to random sampling error, psychometric meta-analysis permits correction for measurement error. Measures do not have perfect reliability. For example, two interviewers will typically not have exactly the same evaluations of a job applicant. Schmidt and Hunter (1996) stated, "every psychological variable yet studied has been found to be imperfectly measured, as is true throughout all other areas of science" (p. 199). Measurement error always distorts the observed correlation, which results in an underestimate of the population correlation. Therefore, it is important that research studies minimize the influence of measurement error on validity coefficients.

Consider a concurrent validity study in which an organization attempts to measure the relation between conscientiousness and job performance of current employees (e.g., job incumbents). The objective is to identify the correlation between conscientiousness and job performance in order to inform decisions about the use of a conscientiousness measure as a screening tool and predictor of future job performance of job applicants. Measures of conscientiousness are, however, not perfect. In addition, there is substantial measurement error in supervisory ratings (e.g., a mean interrater reliability of 0.52 for supervisors' rating of overall job performance; Viswesvaran, Ones, & Schmidt, 1996). Because it is not possible to have perfectly reliable measures of conscientiousness and job performance, the observed correlation will be underestimated due to measurement error.

The reason for this underestimation may be explained using classical true score theory:

\[
O = T + E
\]

This formula indicates that the observed score \(O\) is the result of the sum of the true score \(T\) and error \(E\). Similarly, the observed variance is the sum of the true score variance and the measurement error score variance \(\sigma^2_o\):

\[
\sigma^2_o = \sigma^2_T + \sigma^2_E
\]

Because measurement error is random with a mean of zero, it will not affect the mean of an observed score, on average. However, it will result in increased variance in a set of observed scores because the measurement error variance component of the observed variance is always positive. Whereas the measurement error variance component of the observed variance is random, its correlation with other variables is zero, on average. This causes the correlation between two variables to underestimate the population correlation due to the random measurement error variance component of the observed variance. Thus, the observed correlation between two variables, for example cognitive ability and job performance, will underestimate its population correlation due to measurement error in both the cognitive ability measure and the job performance measure. The observed correlation is said to be attenuated by measurement error. To estimate the population correlation, it is necessary to correct for attenuation. As is the case with random sampling error, validity generalization allows for the correction of measurement error so that the population mean correlation can be estimated more accurately. Also, correction for measurement error removes variance due to differences in reliability across studies permitting an improved estimate of the population variance.

Note, however, that organizations are tasked with selecting applicants based on the operational validity of a predictor variable (Hunter, Schmidt, & Le, 2006). When a predictor (e.g., conscientiousness) is used to select applicants, it will not be free of error. Thus, in meta-analyses applied to employment tests, the population mean estimate does not include a correction for measurement error in the predictor, but is corrected for measurement error in the outcome measure (e.g., job performance).

**What Is Range Restriction?**

Another major artifact in personnel selection research is range restriction. Validity coefficients (e.g., correlation coefficients between an employment test and job performance) are influenced by the range of the variables. To calculate the correlation between an employment test and job performance, it is necessary to have a measure of job performance. Such a measure is available only for those who are hired. Those who are hired almost always have a smaller variance of employment test scores than the full application pool because the applicants with the lowest employment test scores are not hired. As a result, the correlation between the employment test and job performance will underestimate the correlation for the full applicant.
pool. To estimate the value of an employment test in screening an applicant pool, it is necessary to correct the correlation based on those hired for range restriction in the employment test scores.

In addition, it must be determined whether the range restriction is direct or indirect. Direct range restriction occurs when an organization selects applicants based solely on their ranked performance on an assessment test. For instance, if an organization were to select applicants based solely on their cognitive ability scores, range restriction would be direct. In the instance of indirect range restriction, an organization selects applicants based on their performance on an assessment test as well as other variables. If an organization selects applicants based on their cognitive ability scores, as well as letters of recommendation, a job interview, and a résumé, indirect range restriction will occur on the cognitive ability test. In most validity generalization studies, range restriction will be indirect as organizations usually do not select applicants based on their ranked performance on any single measure. Because the traditional formula for indirect range restriction requires information usually unavailable, typically many researchers applied the correction for direct range restriction even in cases of indirect range restriction, which led to an underestimation of the population validity coefficient (Hunter et al., 2006). However, Hunter et al. (2006) provided a method for correcting correlations for indirect range restriction. As with corrections for measurement error, corrections for range restriction increase the accuracy of both the population correlation and its variance.

Recognition of statistical artifacts and their effects. We have now discussed the three most common types of statistical artifacts that are corrected in psychometric meta-analysis (e.g., sampling error, measurement error, and range restriction). Artifacts fall into two categories: unsystematic sources of error that do not have a consistent biasing direction (i.e., random sampling error), and systematic sources of error that result in a downwardly biased estimate of the observed correlation (e.g., measurement error and range restriction). The result of both unsystematic and systematic sources of error is that observed validity coefficients are different from the value of the population parameter (the population correlation). Other types of artifacts include scale coarseness (Aguinis, Pierce, & Culpepper, 2009) for Likert scales, dichotomization of continuous variables, deviation from perfect construct validity, and reporting or transcriptional errors. The cumulative effect of the artifacts is that the distribution of observed validity coefficients almost always underestimates the population mean and overestimates the population variance. Meta-analysis procedures correct for many of the artifacts to provide more accurate estimates of the population correlation and its variance.

Information Commonly Reported in a Meta-Analysis of an Employment Test

Although we argue that psychometric meta-analyses are superior to meta-analyses in the Hedges and Olkin (1985) tradition due to corrections for measurement error and range restriction, meta-analyses in the psychometric tradition typically have some nonoptimal reporting practices relative to meta-analyses in the Hedges and Olkin tradition. Improvements in psychometric meta-analyses are needed in several areas. We detail what should be, but typically is not, reported in validity generalization studies and other meta-analyses in the psychometric tradition. We note that the Publication Manual of the American Psychological Association (2010) incorporated reporting requirements for meta-analysis. We know of no past validity generalization paper or psychometric meta-analysis that is consistent with these APA style requirements. Thus, we detail these style requirements in our description of a systematic review with the desire to encourage psychometric meta-analyses consistent with the APA requirements.

Departures from Principles of Systematic Literature Reviews

A systematic review is a summary of literature that is organized in an objective manner so as to identify all relevant studies. Furthermore, a systematic review is one that documents its steps in such a fashion that it can be replicated by others. All validity generalization studies should be conducted as systematic reviews, which requires researchers to make use of and report the protocol used to conduct their study. A protocol is a plan for conducting a meta-analysis that states what is being done and why. Protocols include the decision rules that are used and are ideally created prior to the start of a meta-analysis, but may be updated as needed. The information from the protocol is included in the journal article. A protocol spells out the decisions taken during each of the steps of a meta-analysis (Cooper, 1982). These steps include (1) question formulation, (2) data collection, (3) data evaluation,
(4) data analysis, and (5) reporting of the results. When researchers do not use a protocol, they risk departing from the principles of a scientific study by limiting the ability of others to replicate the meta-analysis. Relative to meta-analysis in other disciplines, validity generalization studies often do a poor job in step two (data collection and its documentation) and are hampered in step three by limitations of the primary studies’ reporting deficiencies (e.g., failure to report data needed to evaluate range restriction).

In the formulation stage, a researcher will specify the question that the meta-analysis is attempting to address. Thus, the researcher specifies the predetermined characteristics of the samples, the design, and the population to be investigated (Berman & Parker, 2002). This is often referred to as specifying the inclusion criteria or decision rules. It is important to report these decisions in the methods section of the meta-analysis. For example, if a researcher conducts a validity generalization study of conscientiousness as a predictor of job performance only in high complexity jobs, it is important for that researcher to specify this in the protocol (and the resulting journal article). This allows the readers of the paper to recognize the aim of the study and the limitations of the applicability of the findings. In other words, the results of the study may not generalize to lower complexity jobs. This recommendation is consistent with the Principles for the Validation and Use of Personnel Selection Procedures (Society for Industrial and Organizational Psychology, 2003), which emphasizes setting boundary conditions of the meta-analysis, particularly for meta-analyses of employment test methods (e.g., interviews; discussed in more detail later in this chapter).

The second step of a protocol guides researchers on how to collect studies (Cooper, 1982). For example, what search terms or key words should be used when searching electronic databases or when sending out calls for papers over email listservs. The types of terms used should be based on the question the study is seeking to address. Validity generalization studies should be replicable. Therefore, reporting the search terms used is very important. The following two excerpts can be used to contrast a poor example and a better example of reporting the steps taken to systematically search the literature.

The literature search for a meta-analysis by Hoffman, Blair, Meriac, and Woehr (2007) summarized its search in one sentence:

We conducted a search of the OCB literature by using a number of online databases (e.g., Web of Science, PsycINFO) as well as by examining the reference lists of previous reviews (p. 557).

We consider this to be a poor description of the literature review. Compare that excerpt to a systematic literature search described by Williams, McDaniel, and Nguyen (2006), who wrote:


After reading the first excerpt the reader may not have initially recognized what information the authors failed to report. However, after reading the quote from Williams et al. (2006), the reader can clearly tell that the latter example is more transparent, explicit, and replicable. This comparison should highlight the importance of documenting all the steps taken to conduct a systematic review.

The third step of the protocol involves the coding of the studies included in the meta-analysis. Decision rules must be clearly stated in the protocol so that later, when the information is reported in the methods section of the study, readers can understand the processes used to aggregate the data. For example, primary studies often do a poor or inconsistent job of reporting their findings. For example, information related to reliability is often not reported. Or researchers often do not report the means and standard deviations for variables that are not of primary interest in their study (means and standard deviations of job performance by race or sex), but may be a primary interest for a particular meta-analysis (e.g., a meta-analysis of subgroup differences in job performance). It is also possible that primary authors alter items on validated scales or they do not administer a test in a manner that is consistent with instructions from the test vendor (Banks, Batchelor, & McDaniel, 2010). This issue makes it difficult to correct for range restriction because of the lack of population variance estimates.
that apply to the measure administered in a non-standard way.

The result is that the meta-analytic researcher is often unable to identify important artifact statistics needed to correct for measurement error and range restriction. If the researcher is unable to contact the author of the primary study to obtain the missing data, that researcher must make decisions (guided by the question being tested) regarding how to deal with the missing data. It is important that meta-analytic researchers report coding decisions and fully disclose their steps so that other researchers can critically evaluate their decisions.

The fourth step of a protocol involves the analysis of data (Cooper, 1982). Here, researchers need to report the steps used to analyze their data. Therefore, if a researcher uses the psychometric (Hunter & Schmidt, 2004) or Hedges and Olkin (1985) approach to conduct the meta-analysis, it is important to report the technique as well as any other analytic techniques used. In summary, it is critical to report these first four steps to ensure that the study can be replicated.

The APA reporting standards detail the expectations for the reporting of the results of a meta-analysis. The reporting of the results is equally important as describing the steps used to obtain the findings being reported. Table 9.1, published by the APA Publications and Communications Board Working Group on Journal Article Reporting Standards (2008) and later incorporated into the 6th edition of the Publication Manual of the American Psychological Association (2010), outlines the main paper sections and topics that should be considered when reporting a meta-analysis.

Each paper section and topic includes a description of the information that is recommended for inclusion in the manuscript. For instance, it is recommended that the title indicate that the study was a research synthesis or actually include “meta-analysis.” Abstracts should summarize the major points of the paper, such as the research question, the eligibility criteria, and the types of primary studies included. The introduction should state the population under investigation, the rationale for exploring certain moderators, as well as the strengths and weaknesses of the study’s design. Also, the meta-analytic researchers should report any funding sources to ensure transparency in the event there is a conflict of interest.

The methods section should describe the eligible research populations and design features as well as the operationalized characteristics of the predictor and outcome variables. It should also indicate how moderators and mediators are coded, and how the literature has been searched. This includes describing which keywords are used and which listservs are queried. Coding procedures should include information for how missing data (e.g., reliability estimates) were handled and how interrater agreement was evaluated. Statistical methods should address whether a fixed or random-effects-model was used, how the effect sizes were weighted, and how heterogeneity (i.e., variance not due to random sampling error) was assessed. Although unusual in a validity generalization study, the sixth edition of the Publication Manual of the American Psychological Association (2010) requires a listing of studies including, the correlation, and the sample size.

Multiple analyses should be run, if possible, under different scenarios to demonstrate the robustness of the results. These analyses are often characterized as sensitivity analyses (Borenstein et al., 2009). One can have greater confidence if the conclusions do not change as a function of the sensitivity analyses. As an example of a sensitivity analysis, a researcher with 10 effect sizes may repeat an analysis 10 times, each time excluding a different sample’s data (Borenstein et al., 2009).

Such a sensitivity analysis would evaluate the extent to which conclusions might change based on the inclusion of a single study. Also, results could be reported with and without certain studies. Such studies might be ones that appear nontypical (e.g., a large sample that has an outlier effect size) and it is necessary to determine if the study has an undue influence on the results. Or, one could report results with and without certain artifact corrections. For example, McDaniel, Whetzel, Schmidt, and Maurer (1994) reported estimates of validity with and without range restriction corrections due to concerns about the quality of range restriction information. Publication bias analyses, to be discussed later in the chapter, are also useful sensitivity analyses. Finally, the discussion section should state the major findings, consider multiple alternatives for the explanation of the results, as well as evaluate the generalizability of the conclusions and the general limitations of the study. Meta-analytic discussion sections are also quite valuable when they provide guidelines for future research.

The use of visual displays should be increased in validity generalization studies. The majority of research published in industrial/organizational
<table>
<thead>
<tr>
<th>Article Section and Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>Make it clear that the report describes a research synthesis and include “meta-analysis,” if applicable. Footnote funding source(s)</td>
</tr>
<tr>
<td>Abstract</td>
<td>The problem or relation(s) under investigation. Study eligibility criteria. Type(s) of participants included in primary studies. Meta-analysis methods (indicating whether a fixed or random model was used). Main results (including the more important effect sizes and any important moderators of these effect sizes). Conclusions (including limitations). Implications for theory, policy, and/or practice.</td>
</tr>
<tr>
<td>Introduction</td>
<td>Clear statement of the question or relation(s) under investigation. Historical background. Theoretical, policy, and/or practical issues related to the question or relation(s) of interest. Rationale for the selection and coding potential moderators and mediators of results. Types of study designs used in the primary research, their strengths and weaknesses. Populations to which the question or relation is relevant. Hypotheses, if any.</td>
</tr>
<tr>
<td>Method inclusion and exclusion criteria</td>
<td>Operational characteristics of independent (predictor) and dependent (outcome) variable(s). Eligible participant populations. Eligible research design features (e.g., random assignment only, minimal sample size). Time period in which studies needed to be conducted. Geographical and/or cultural restrictions.</td>
</tr>
<tr>
<td>Moderator and mediator analyses</td>
<td>Definition of all coding categories used to test moderators or mediators of the relation(s) of interest.</td>
</tr>
<tr>
<td>Search strategies</td>
<td>Reference and citation databases searched. Registries (including prospective registries) searched: Key words used to enter databases and registries. Search software used and version. Time period in which studies needed to be conducted, if applicable. Other efforts to retrieve all available studies: Listservs queried. Contacts made with authors (and how authors were chosen). Reference lists of reports examined. Method of addressing reports in languages other than English. Process for determining study eligibility: Aspects of reports that were examined (i.e., title, abstract, and/or full text). Number and qualifications of relevance judges. Indication of agreement. How disagreements were resolved. Treatment of unpublished studies.</td>
</tr>
<tr>
<td>Coding procedures</td>
<td>Number and qualifications of coders (e.g., level of expertise in the area, training). Intercoder reliability or agreement. Whether each report was coded by more than one coder, and if so, how disagreements were resolved.</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Topic</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment of study quality: If a quality scale was employed, a description of criteria and the procedures for application If study design features were coded, what these were How missing data were handled</td>
<td></td>
</tr>
<tr>
<td>Statistical methods</td>
<td>Effect size metric(s): Effect size calculating formulas (e.g., $M$s and $SD$s, use of univariate $F$ to $r$ transform) Corrections made to effect sizes (e.g., small sample bias, correction for unequal $n$s) Effect size averaging and/or weighting method(s) How effect size confidence intervals (or standard errors) were calculated How effect size credibility intervals were calculated, if used How studies with more than one effect size were handled Whether fixed and/or random effects models were used and the model choice justification How heterogeneity in effect sizes was assessed or estimated $M$s and $SD$s for measurement artifacts, if construct-level relationships were the focus Tests and any adjustments for data censoring (e.g., publication bias, selective reporting) Tests for statistical outliers Statistical power of the meta-analysis Statistical programs or software packages used to conduct statistical analyses</td>
</tr>
<tr>
<td>Results</td>
<td>Number of citations examined for relevance List of citations included in the synthesis Number of citations relevant on many but not all inclusion criteria excluded from the meta-analysis Number of exclusions for each exclusion criterion (e.g., effect size could not be calculated), with examples Table giving descriptive information for each included study, including effect size and sample size Assessment of study quality, if any Tables and/or graphic summaries: Overall characteristics of the database (e.g., number of studies with different research designs) Overall effect size estimates, including measures of uncertainty (e.g., confidence and/or credibility intervals) Results of moderator and mediator analyses (analyses of subsets of studies): Number of studies and total sample sizes for each moderator analysis Assessment of interactions among variables used for moderator and mediator analyses Assessment of bias including possible data censoring</td>
</tr>
<tr>
<td>Discussion</td>
<td>Statement of major findings Consideration of alternative explanations for observed results: Impact of data censoring Generalizability of conclusions: Relevant populations Treatment variations Dependent (outcome) variables Research designs General limitations (including assessment of the quality of studies included) Implications and interpretation for theory, policy, or practice Guidelines for future research</td>
</tr>
</tbody>
</table>

psychology journals use only a tabular form to display their findings and therefore do not benefit from graphic displays of results (Rothstein et al., 2002). Rothstein et al. (2002) recommend stem and leaf plots and forest plots to complement the commonly used tabular forms in order to demonstrate the direction and magnitude of effect sizes. Forest plots are designed for the presentation of meta-analytic data, in that these plots display the effect size for each study as well as the confidence intervals or credibility values around the effect size (Rothstein, 2003). An example of the value added by such visual displays is demonstrated in an article by Rothstein et al. (2002) that visually presented results previously reported in Kubeck et al. (1996) indicating the study names next to the corresponding effect size, sample size, correlation coefficient, and confidence interval. Such practices should be used more commonly in the reporting of validity generalization results so that the interpretation of the study’s findings is clearer to both researchers and a more general audience.

In validity generalization studies, corrections are typically made to the observed effect sizes to estimate the population effect more accurately. Situations exist in which researchers disagree on the techniques used and the extent to which observed effects are corrected. In keeping with the aim of transparency and full disclosure of results, it is important for researchers to report both the (uncorrected) mean observed correlations and the (corrected) estimated mean population correlations.

Table 9.2, adapted from McDaniel et al. (1994), demonstrates the manner in which such information can be displayed. The first column identifies the groups from which the data being presented are drawn. In the example in Table 9.2, the information presented is based on an analysis of all the interview data with the criterion of job performance. The $N$ column shows how many individuals were included in each analysis. This $N$ is the sum of the sample sizes across all the correlations in the analysis. In this article, the number of correlations is denoted with No. $r_s$ (although in more recent meta-analyses, the symbol $k$ is typically used to indicate the number of samples). The mean $r$ and Obs $\sigma$ columns indicate the observed mean correlation (the mean correlation, which has not been corrected for measurement error and range restriction) and standard deviation. The observed $\sigma$ has not been corrected for sampling error or for differences across studies in measurement error and range restriction. Next, results are presented for analyses that were corrected for measurement error, but did not include range restriction corrections. Results were then presented for the data that included corrections for range restriction. Reporting results with and without range restriction corrections is not a requirement. It was done in this case because range restriction data used in this particular study were scant and the authors sought to demonstrate that the analyses supported the validity of the employment interview, regardless of whether range restriction corrections were used.

The last three columns are used to report the summary statistics for the population distribution. The symbol $\rho$ (rho) is the estimate of the population distribution mean (the “true” relation), $\sigma_\rho$ is the estimated standard deviation of the population distribution, and the 90% credibility interval is the bottom 10th percentile of the population distribution. Given that the 90% credibility interval (CV) is a positive value, one would expect that the validity of employment interviews generalizes across situations. In other words, when one uses employment interviews, one could expect positive validities in more than 90% of the applications of the test. The advantage of reporting the results in this manner is that it allows the reader to review the observed validity, the validity corrected for measurement error, and the validity corrected for both measurement error and range restriction.

<table>
<thead>
<tr>
<th>Interview distribution</th>
<th>$N$</th>
<th>No. $r_s$</th>
<th>Mean $r$</th>
<th>Obs $\sigma$</th>
<th>Without Range Restriction Corrections</th>
<th>With Range Restriction Corrections</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>$\rho$</td>
<td>$\sigma_\rho$</td>
<td>90% CV</td>
</tr>
<tr>
<td>All interviews</td>
<td>25,244</td>
<td>160</td>
<td>0.20</td>
<td>0.15</td>
<td>0.26</td>
<td>0.17</td>
</tr>
</tbody>
</table>

Reproduced from McDaniel et al. (1994) with permission of Elsevier.
The Detection of Moderating Variables

Variance in the estimated population validity suggests that there are other variables at play that may influence the validity. To the extent that there is true variance in a population, it influences our ability to interpret the estimated mean of the population validity distribution. For example, Hunter and Hunter (1984; Hunter, 1980) documented the validity of general cognitive ability tests that varied by the cognitive complexity of the job. When validity coefficients from jobs of varying complexity are combined, the population variance is larger than if all jobs contributing data were of the same level of cognitive complexity. When population variance estimates are large, the population mean estimate becomes less informative. For example, the degree to which a job is cognitively complex influences the validity of general cognitive ability (Hunter & Hunter, 1984). In other words, cognitive ability has a validity of 0.56 in highly complex jobs, but only 0.23 in low complexity jobs (Schmidt & Hunter, 1998). Without the consideration of the moderator, the validity would have been reported as being some value between 0.23 and 0.56 and thus, would have been an inaccurate estimate of the validity for both low complexity jobs and high complexity jobs.

There are several methods to detect the presence of moderators. One method advocated by Hunter and Schmidt (2004) evaluates whether sampling error and other statistical artifacts account for at least 75% of the observed variance. If artifactual variance does not account for at least 75% of the observed variance, it is necessary to look for moderators if theoretical, logical, or knowledge-based justification is available. Another approach for identifying moderators is the $Q$-statistic, which is a chi-square difference test that is used to test the statistical significance of potential variance due to moderators. Finally, one might use the estimated standard deviation of the population distribution as a means to detect the presence of moderators. The credibility interval uses the estimated standard deviation of the population distribution to express the variance that might be attributable to moderators.

One validity generalization study that demonstrated the importance of moderators examined the validity of employment interviews (McDaniel et al., 1994). The findings of this study demonstrated that interview validity was moderated by whether the interviews were structured or unstructured and the content of the interview (e.g., situational, job related, or psychological). For instance, the mean validity of structured interviews was 0.44, as compared to 0.33 for unstructured interviews. The validities of the interview content that were situational, job related, and psychological were 0.50, 0.39, and 0.29, respectively.

Consideration in Relying on Validity Generalization to Support Test Use

This section examines issues to be considered when interpreting the meta-analysis results of employment tests to support test use. There are two sets of issues. One concerns the extent to which the meta-analysis results are conducted sufficiently well to accept their conclusions. The second set of issues concern the extent to which it is possible to draw inferences from the meta-analysis to guide decisions about the use of a test in a specific situation.

Meta-Analysis Credibility as a Function of the Reasonableness of Nonsampling Error Artifact Data

A primary advantage of psychometric meta-analysis is that it permits a more accurate estimate of population correlations by correcting for the statistical artifacts of measurement error and range restriction. Concerns may arise when the reliability data or range restriction data are missing from one or more of the primary studies contributing correlations to the analysis. Meta-analyses often impute the missing reliability data based on knowledge of the reliability of the scale as reported in other studies. For example, if the reliability of scale A is reported in the range of 0.78 to 0.82 in studies that reported reliabilities, it would appear reasonable to assume a reliability of 0.80 for studies that did not report the reliability.

An exception to this approach would occur when the “scale” consists of a single item. Here, one might use the Spearman–Brown formula to estimate the reliability of a single item based on the reliability of a multi-item scale that measures the same construct. Also, it is possible to rely on meta-analyses of the reliability of a measure. For example, there are meta-analyses of the reliability of interviews (Conway, Jako, & Goodman, 1995) and supervisor ratings (Rothstein, 1990; Viswesvaran et al., 1996).

When imputing statistical artifact data, confidence in the meta-analysis can be increased through sensitivity analyses. For example, the analysis could be conducted with and without corrections for measurement error and/or range restriction to determine if conclusions change. McDaniel et al. (1994)
estimated the population validities of the employment interview with and without corrections for range restriction.

Also, it is possible to compare the mean observed correlations of studies that did and did not report artifact data. If the mean observed correlations in the two groups are similar, one might have increased confidence in the imputation by arguing that the two sets of correlations were likely to be drawn from the same population and are subject to about the same level of attenuation, as evidenced by the similar means. For example, McDaniel (2005) compared studies with and without range restriction data reported and observed that the mean observed correlations in the two sets of studies were similar. Thus, McDaniel (2005) was able to use this analysis to support the assertion that range restriction data that were reported could be used to impute range restriction data that were not reported.

When most studies report data needed for artifact corrections, one will typically want to conduct a meta-analysis in which correlations are corrected individually (Hunter & Schmidt, 2004). In validity generalization studies when there is measurement error and indirect range restriction, measurement error would be corrected in both the predictor and criterion variables. Next, indirect range restriction corrections would be made (Hunter et al., 2006). Finally, each correlation would be uncorrected for measurement error in the predictor in order to estimate the operational relation between predictor and criterion variables.

If most studies do not report data needed for artifact corrections, one will typically conduct a meta-analysis using artifact distributions (Hunter & Schmidt, 2004). The first step in this analysis is to create four distributions: one composed of the reported correlations, one containing estimates of the reliabilities of the predictor, a third containing estimates of the reliabilities of the criterion, and a fourth distribution consisting of estimated values needed to correct for range restriction. The result is four distributions each with four means and four variances (Hunter & Schmidt, 2004). This artifact distribution meta-analysis assumes that artifact distributions reflect the artifacts that are attenuating the observed correlation and the credibility of the meta-analysis rests on the accuracy of the assumption. A series of research articles, which included Monte Carlo studies, reported evidence supporting the accuracy of this approach (Hunter & Schmidt, 1994; Law, Schmidt, & Hunter, 1994a, 1994b).

**Meta-Analysis Credibility as a Function of Data Source**

When considering the extent to which meta-analysis results are credible, one consideration is the source of the data. Concerns about the source of the data reflect at least three issues. The first issue concerning data source is whether the data are primarily from one author or organization. Consider the meta-analysis of the validity of ratings of training and experience (T&E; McDaniel, Schmidt, & Hunter, 1988). A review of the data listed in Appendix A in McDaniel et al. indicates that 10 of the 15 validity coefficients analyzed for the behavioral consistency method (better known as the “accomplishment record” method) were from studies by Leattha Hough and all were from a prestigious consulting firm in which she worked. The mean of the estimated population validity was 0.45. It may be that the rigor of the Hough et al. studies is higher, perhaps substantially higher, than many applications of the behavioral consistency method. Some anecdotal evidence available to the authors indicates that sometimes the behavioral prompts to which the applicants respond in some applications of the method are less well developed than in the case of the Hough validity studies. Likewise, raters may not always be as well trained as in the Hough studies and the reliability of the ratings may, therefore, be less. Thus, it is possible that the validity estimate reported by McDaniel et al. may be an overestimate of the typical validity for this T&E method. We might have greater confidence in the validity estimate offered by McDaniel et al. if they had obtained other validity studies from a more diverse set of authors. In the same study, the estimated mean population validity of the point method of T&E evaluation was 0.11. However, 51 of the 91 coefficients analyzed were from a single paper (Molyneaux, 1953) and the mean validity of those studies was only 0.06. Perhaps there is something unique about the Molyneaux data that made it unrepresentative of typical applications of the point method. We note that the McDaniel et al. article remains the most comprehensive review of the T&E validity literature and we are not arguing that it is incorrect. However, we do argue that confidence in the conclusions of a meta-analysis should be greater, on average, when data are obtained from a diverse set of sources than when data are mostly from one or a few authors.

A second issue with respect to source of the data is whether we trust the data. When a test vendor offers an employment test for sale, the test vendor
has a financial motivation to make available only the most favorable results. McDaniel, Rothstein, and Whetzel (2006) found evidence consistent with the inference that some test vendors suppressed validity data that were not supportive of their product. When meta-analyses are based almost entirely on test vendor supplied data (integrity tests; Ones, Viswesvaran, & Schmidt, 1993), some might have serious concerns about the credibility of the meta-analysis results. Note that we do not argue that all test vendor data are subject to suppression. Rather, we argue that one should consider how much the data can be trusted when evaluating the credibility of a meta-analysis.

The third issue concerning data source relates to the outlet in which the data became available. That is, were the data from a journal article or from another outlet such as a conference paper or dissertation? As noted by Lipsey and Wilson (1993), the magnitude of effect sizes (e.g., correlations) from dissertations are typically smaller than results from published articles. Thus, a meta-analysis of the Big-Five (Hurtz & Donovan, 2000) drawn solely from English-language journal articles and a few conference papers might be less credible than a paper that draws data from additional sources (e.g., dissertations, technical reports, non-English journals). We do not wish to disparage the Hurtz and Donovan study. We do argue that their results would be more credible if data had been obtained from other sources in addition to journals and conferences.

We have offered concerns about three issues related to data sources used in meta-analysis: (1) the majority of data are from only a few sources, (2) data are from sources one may not trust, and (3) data are from selected outlets such as restricting data to published studies. All of these concerns could be framed with respect to our next category of concerns, publication bias.

**Meta-Analysis Credibility as a Function of Evidence Concerning Publication Bias**

A key consideration in judging the credibility of a meta-analysis is whether the conclusions of the study are robust to potential publication bias. Publication bias is present when the set of studies summarized in the meta-analysis is not representative of all the studies (Banks & McDaniel, 2011; McDaniel et al., 2006; Rothstein, Sutton, & Borenstein, 2005). Publication bias is better referred to as availability bias because studies can be unavailable for a variety of reasons. However, we will use the term publication bias to be consistent with the literature. Reasons for publication bias often include practices in the editorial and review processes, language barriers (e.g., studies published in foreign language journals), behaviors by authors, and the proprietary nature of research completed within some organizations.

Research in the medical literature has indicated that publication bias is typically a function of an author decision (Dickensin, 2005). A common scenario for publication bias stems from small sample studies in which the results are statistically nonsignificant. The author of such a study may give priority to working on other studies that have a higher likelihood of being published. The study with insignificant findings may never be published or otherwise made available. As a result, researchers who conduct a meta-analysis might have easier access to studies that are statistically significant than to studies that are not significant. An additional example is bias due to selective publication in a new and rapidly developing literature. Medical research indicates that the earliest effect sizes (e.g., correlation coefficients) are often larger than effect sizes obtained in later time periods (Ioannidis, 1998, 2005; Trikalinos & Ioannidis, 2005). This phenomenon may be due to a time-lag bias, such that the time to publication is shorter for statistically significant effects than for statistically insignificant effects (Ioannidis, 1998, 2005; Stern & Simes, 1997; Trikalinos & Ioannidis, 2005). The time-lag bias could also include the Proteus effect (i.e., studies with large effects are published earlier because they are more dramatic and more interesting; Trikalinos & Ioannidis, 2005). Under either explanation, validity studies in relatively new literatures (e.g., conditional reasoning tests; Banks, Kepes, & McDaniel, 2011) may be subject to a bias, such that initial findings overestimate the validity of a test.

We view publication bias as a major concern for meta-analyses of validity data because there are a large number of unpublished studies in the area of personnel selection (Rothstein et al., 2002). It is extremely rare for a meta-analysis of validity data to include publication bias analyses. We are more hopeful for future studies because the Publication Manual of the American Psychological Association (2010) now encourages publication bias analyses in a meta-analysis. It is our hope that our journals start enforcing this requirement and that past validity generalization studies be examined for publication bias.
Meta-Analysis Credibility as a Function of Unexplained Variance

Interpretations of meta-analytic summaries of validity data often focus on the mean of the estimated population validity distribution. Unexplained variance in the estimated population validities may be a function of errors that the author cannot correct (e.g., data reporting errors in studies contributing data to the meta-analysis) and may not be of concern for the credibility of the meta-analysis. However, the unexplained variance may also be a function of a moderator that has implications for the credibility of the results. Sometimes the authors of a meta-analysis may be asked to remove a moderator from a paper due to an editor’s legitimate concerns over journal space. For example, McDaniel, Whetzel, Schmidt, and Maurer (1994) originally submitted the interview meta-analysis paper showing that the job performance validities were substantially smaller for police occupations than for other occupations. Faced with page limit constraints, the editor had the authors remove the discussion and tables associated with the police—not police moderator. As a result of that decision, the knowledge of the moderator did not enter the scientific literature. We are not seeking to criticize the editor; in his position, we may have made the same decision. We do believe that journals need to consider the substantial impact that meta-analyses can have and try to balance the need for full reporting of moderator analyses with page constraints. Many journals have moved in the direction of permitting additional information and analyses to be placed on the journal’s website. We suggest that journals in our research literatures adopt this practice.

A more difficult concern is moderators that have not yet been discovered and reported. For example, the McDaniel et al. (1994) meta-analysis of employment interviews did not consider study design (predictive versus concurrent) as a moderator of validity. It was 10 years later before it was noted that concurrent validity studies of the interview yielded validities 0.10 higher than predictive studies (Huffcutt, Conway, Roth, & Klehe, 2004). For validity coefficients, a difference of 0.10 is a large moderator. We suggest that predictive versus concurrent design can be an important moderator for any test, primarily noncognitive (e.g., personality, integrity, situational judgment) tests, in which applicant faking is likely to be an issue. Unfortunately, most validity data in our field are concurrent data. Meta-analyses of predictors relying on concurrent validity data may be the best available estimates of validity, but may eventually be shown to overestimate, perhaps substantially, the validity of the measures.

Meta-Analysis Credibility as a Function of the Number of Effect Sizes

The final consideration we offer in judging the credibility of a meta-analysis of validity data is the number of coefficients. Estimates of the mean population validity are more credible, on average, when they are based on a large number of studies. Also, meta-analyses of new predictors (e.g., conditional reasoning tests) may not initially yield a large number of studies for analysis and the studies may be subject to a time-lag bias (Banks et al., 2011; Ioannidis, 1998, 2005; Stern & Simes, 1997; Trikalinos & Ioannidis, 2005) that may result in an overestimate of the mean population validity.

Summary of Credibility of Meta-Analysis Issues

Our discussion of issues to consider when judging the credibility of a meta-analysis are not meant to discourage the conduct of meta-analyses in personnel selection research or the use of meta-analyses in drawing conclusions concerning the validity of a test. A meta-analytic review is far more useful in drawing conclusions about the validity of a test than any primary study or narrative review of studies. However, we do argue that it is necessary to evaluate the credibility of a meta-analysis before accepting its conclusions. We also argue that meta-analysts should consider drawbacks of past meta-analyses of validity data and design their meta-analyses to avoid these.

Considerations in Using Meta-Analyses to Draw Conclusions about a Test in a Specific Application

Assuming one has decided that the results of a meta-analysis are credible for drawing conclusions about the validity of an employment test, one must consider the usefulness of the meta-analysis for making decisions about a specific test in a specific application. One consideration rests on whether the meta-analysis summarized the validity of a predictor construct or a method (Arthur & Villado, 2008; Hunter & Hunter, 1984). An example of an employment test that measures only one construct is a measure of cognitive ability. Employment interviews, assessment centers, and situational judgment tests can best
be classified as methods that can and typically do measure multiple constructs. Thus, an employment interview is a method because it may be designed to measure both oral communication ability and conscientiousness.

When deciding on whether the validity reported in a meta-analysis is a good estimate of the validity that can be expected with a specific test in a specific application, the decision is easiest when the meta-analysis addressed a single construct and the test being considered measures the same construct. Thus, if the meta-analysis considered measures of general cognitive ability and the test under consideration is a measure of general cognitive ability, the applicability of the meta-analysis findings for the application of the test is clear.

Broader constructs may create some inference problems. A variety of personality-based measures claim to measure customer service (Frei & McDaniel, 1998). Unlike measures of general cognitive ability that can be shown to be highly correlated, there is less evidence of this for customer service tests. A decision maker considering the use of a specific customer service test may wish to compare the content of the test under consideration to the tests summarized in the meta-analysis. To the extent that the test is similar to those summarized in the meta-analysis, one could rely on the meta-analysis in drawing inferences about the likely validity of the test.

In brief, meta-analyses of measurement methods, such as employment interviews, are less straightforward to apply to specific testing decisions (Principles, p. 80). Inferences are complicated by different applications of a method (e.g., an employment interview) that may measure different constructs. For example, one interview may primarily assess, among other topics, a knowledge construct (e.g., auto-repair) and another interview may primarily assess conscientiousness and agreeableness. Even if two employment interviews were designed to measure the same constructs (e.g., conscientiousness and agreeableness), one interview evaluation may weigh one construct more heavily than another. Thus, although the meta-analyses of the interview may help identify characteristics of interviews that enhance validity (Huffcutt & Arthur, 1994), the validity of the interview in a specific application will likely be more approximately estimated from a meta-analysis than a validity for a general cognitive ability test derived from a validity generalization study of general cognitive ability tests.

Future Directions
There are two final issues that we consider critical for the advancement of validity generalization. These include poor reporting practices by primary researchers and, finally, yet another call for the revision or abolition of the Uniform Guidelines. This discussion serves as a review of the future directions of validity generalization given the current state of the literature.

Poor reporting practices by primary study authors. Advances have been made in the data analysis techniques of meta-analysis. However, this does not mean that data analysis techniques can overcome poor reporting practices in primary studies. In fact, it is often a contribution of a meta-analytic study to provide constructive guidance on how primary researchers in a literature area can improve their research methodology and reporting practices.

Researchers who engage in primary studies can also improve their reporting of results and research methods to aid meta-analytic researchers. In general, primary researchers and journals need to make sure that their studies adhere to the Publication Manual of the American Psychological Association (American Psychological Association, 2010). However, there are several specific items that should be highlighted for their importance for validity generalization studies.

First, primary researchers need to report correlations regardless of statistical significance, direction, or magnitude, consistent with the Principles for the Validation and Use of Personnel Selection Procedures (see p. 52; Society for Industrial and Organizational Psychology, 2003). Failing to report this information is a common practice in some test vendor manuals as the vendors may wish to present the tests as more valid than they are. Also, primary researchers should report a correlation matrix with all the variables used in their study. Correlation matrices should include the sample size, as often participants drop out of studies or do not provide full data.

Second, primary researchers need to report the appropriate reliability for each of their measures. For instance, coefficient alphas often are reported as the reliability of situational judgment tests, despite the fact that these tests are construct heterogeneous and coefficient alpha is, therefore, inappropriate (McDaniel, Hartman, Whetzel, & Grubb, 2007). Likewise, coefficient alpha is an inappropriate reliability for supervisor ratings of job performance (Schmidt & Hunter, 1996).
Third, primary researchers should clearly describe the measures that they use in their study. This includes reporting the full citation for their measures, the exact number of items used, the exact response scale (e.g., a 7-point Likert scale for a personality measure), and the reliability of the measure identified in their study. In short, primary researchers need to describe carefully all the measures that they use.

Fourth, primary researchers should report information needed to identify range variation in the applicant pool. This includes the means and standard deviations of their variables.

**Revision or abolition of Uniform Guidelines.** Near the dawn of the age of meta-analysis, the Uniform Guidelines were published. The Uniform Guidelines were written in a period in which the situational specificity theory was still accepted as true by some, and concerns regarding differential validity and differential prediction influenced its formation (McDaniel, 2007). For example, the Uniform Guidelines advocated (1) local validation studies, (2) differential validity and prediction studies, and (3) detailed and costly job analysis data (McDaniel, 2007).

The Uniform Guidelines fail to acknowledge the science that has been accumulated for decades indicating mean racial differences on some assessment tests. Rather than acknowledging mean racial differences in employment tests as an unfortunately common occurrence, the Uniform Guidelines view this as a call for a local validation study. The resulting impact of these flawed Uniform Guidelines is that employers are encouraged to use less valid selection tests to avoid potential adverse impact in their hiring procedures. The result can be a substantial loss of human capital due to poor job performance.

The inefficiencies and inadequacies of the Uniform Guidelines did not go unnoticed. Not long after the implementation of the guidelines, the Society for Industrial and Organizational Psychology (SIOP) wrote a letter to the agencies responsible for the guidelines indicating how the guidelines were flawed (McDaniel, 2007). To this day, the Uniform Guidelines have not been revised and remain flawed and inconsistent with professional practice and accepted scientific evidence.

Unlike the Uniform Guidelines, professional associations composed of both scientists and practitioners have provided the field with updated guidance that is current and recognizes the overwhelming evidence supporting validity generalization (McDaniel, 2007). Both the Standards for Educational and Psychological Testing (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education, 1999) and the Principles for the Validation and Use of Personnel Selection Procedures (Society for Industrial and Organizational Psychology, 2003) provide relevant and up-to-date guidance. Both the Standards and Principles recognize that validity generalization can provide useful validity information. The Uniform Guidelines do not recognize the scientific advances in meta-analysis and validity generalization, and substantially overestimate the value of local validity studies. Unfortunately, federal regulations still require both public and private sector organizations to abide by these archaic guidelines and the guidelines still carry weight in employment litigation (McDaniel, 2007).

One of the reasons, perhaps, for the persistent use of the Uniform Guidelines is to encourage employers to hire racial minorities at close to the same rate as whites regardless of the validity of the selection measure (McDaniel, 2007). For instance, research indicates that there are mean racial differences in cognitive ability (Jensen, 1998). Cognitive ability is the most valid predictor of job performance. However, if cognitive ability is used to select applicants, organizations will likely hire racial minorities and whites at disparate rates. When an organization does not hire at the same rate, the Uniform Guidelines require the employer to provide extensive evidence of the validity of a selection measure to avoid a lawsuit or fines by enforcement agencies. Thus, organizations may ignore more valid selection methods to avoid negative ramifications. The result is a loss in the competitive advantage that can be gained by hiring only the best employees.

**Conclusions**

In this chapter, we have discussed how meta-analysis can be used to estimate the validity of employment tests. We began with a review of personnel selection before meta-analysis. In particular, we discussed the notion of situational specificity, such that the validity of an employment test in one organization did not appear to generalize to another organization. Thus, prior to validity generalization studies, there was an emphasis on local validity studies. As a result, it was difficult to accumulate knowledge and advance theory concerning the relation between predictors and employee work outcomes.
In the mid-to-late 1970s, meta-analysis was introduced into different research areas. Schmidt and Hunter (1977), in particular, introduced validity generalization, which is an application of meta-analysis to employment test validity data. With the introduction of meta-analysis, researchers were able to consider and correct for the effects of artifacts such as sampling error, measurement error, and range restriction. Researchers can now correct for artifacts and more accurately estimate the validity of employment tests.

Also in this chapter, we reviewed data that are commonly reported in the meta-analysis of an employment test. This includes the importance of reporting the protocol a researcher used to conduct a systematic review and accurately reporting results in a manner in which a reader can understand. We described the difference between employment test constructs and employment test methods. We also discussed issues when interpreting mean validities and estimating population variances. These issues relate to the limitations in the inferences that can be made based on corrections due to the presence of artifacts, publication bias, and potential moderating variables. We concluded this chapter with a discussion of the importance of improving the reporting of meta-analytic protocols and results. Finally, we have added yet another voice to the call for the revision or abolishment of the Uniform Guidelines.

In conclusion, validity generalization has contributed a great deal to the advancement of both theory and practice related to personnel selection. Prior to the introduction of validity generalization, researchers were unable to accumulate knowledge and advance theory related to the validity of employment tests. Although there is room for improvement in the way that validity generalization studies of personnel selection are conducted and reported, meta-analysis remains a very powerful and valuable tool in understanding the validity of employment tests.

Notes

1. Although random measurement error always operates to cause the observed correlation to underestimate the population correlation, a given observed correlation may be lower or higher than the population correlation due to the influence of another artifact. For example, random sampling error will, about half the time, cause a correlation to be an overestimate of the population correlation. Thus, for a given correlation, random measurement error will bias the correlation to underestimate the population correlation, but an opposing sampling error may cause the observed correlation to overestimate the population correlation. Also, certain study designs result in range enhancement resulting in an upward bias on the observed correlation coefficient.

2. The primary exception to this general finding occurs when researchers draw a sample containing only those with the very highest job performance and those with the very lowest job performance. This creates a situation in which the employment test variance is larger than the applicant pool variance. This situation is known as range enhancement and the resulting validity coefficient is biased in the direction of overestimating the population correlation. This practice is seen among unethical test vendors who seek to make their test appear more valid than its population validity.
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