CRITERIA FOR THE CONVERGENCE, OSCILLATION, AND BISTABILITY OF PULSE CIRCULATION IN A RING OF EXCITABLE MEDIA
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Abstract. A discrete model based on a nonlinear difference equation (equivalent to a coupled map lattice of high dimension) is used to study the dynamics of a circulating pulse in a ring of excitable media, such as cardiac cells. Based on the global and local properties of monotonic restitution and dispersion curves, criteria are obtained for the asymptotic stability of the unique steady state (pulse circulating at constant frequency) as well as for nonconvergent oscillatory behavior of all nonequilibrium trajectories (pulse circulating at variable frequency). We also demonstrate that in certain cases the system is bistable, where an asymptotically stable equilibrium coexists with stable oscillatory solutions.
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1. Introduction. The periodic contractions of muscles that result in the beating of our hearts are caused by electrochemical signals or excitations called action potentials that propagate through chains of cardiac cells. Normally, cardiac cells generate and conduct action potentials in response to excitation by the self-oscillatory pacemaker cells in the heart’s sinoatrial and atrioventricular nodes. However, in certain circumstances a closed loop or ring of tissue is formed within the heart that unidirectionally recycles a previously generated action potential. Such a reentrant circuit is capable of blocking the much slower pacemaker signals by transmitting its rapid pulses outward through adjacent cell layers, thus taking over the beating of the heart and leading to potentially life-threatening arrhythmias.

Reentry of an action potential pulse in a ring of cardiac cells or other excitable media and the resulting self-sustained propagation is relatively easy to model mathematically because of the simple one-dimensional geometry. The study of such models contributes to our understanding of cardiac arrhythmias, and the results of the study find concrete applications to experimental models of reentrant electrical activity in cardiac muscle. Nevertheless, the mathematical expressions of the manner in which a reentrant pulse propagates in a loop involve complex nonlinear equations whose study requires the application of a variety of different methods from the dynamical systems theory.

In [14] a discrete model of a reentrant circuit is developed based on the restitution and dispersion properties of cardiac cells. Mathematically, the centerpiece of this
model is a coupled-map lattice whose dimension is equal to the number of cells (or excitable units) in the loop. Close agreement was shown between certain important experimental facts and the model’s simulations (using typical exponential-type maps to fit the restitution curve data). The authors discuss a number of issues, including the formation of a unidirectional block. For sustained propagation, they also study local stability and through numerical simulations establish the occurrence of discrete Hopf (or Neimark–Sacker) bifurcations with the variation of a parameter in their dispersion curve. In this way they exhibit the occurrence of almost periodic solutions with multiple incommensurate frequencies.

Two subsequent papers [5], [6] presented equivalent continuous space versions of the above model in terms of a delay differential equation and an integral delay equation, respectively. These papers present a mix of analytical and numerical results. The analytical results establish the occurrence of solutions with multiple frequencies via Hopf bifurcations in the continuous case. The length of the ring is used as the bifurcation parameter in these papers, where the nonconvergent solutions arise when this length is sufficiently reduced. These issues are discussed in greater detail in [6] than in [5]. Notably, the numerical simulations of the delay-differential and the integral delay equation used different versions of the mapping in [14] for their discretizations. These versions are nearly equivalent and one of them is discussed in this paper.

The concepts of restitution and dispersion are well known and have been widely studied in various contexts, both theoretical and experimental; see, e.g., [2], [3], [5], [6], [7], [10], [13], [14], [15], [16], [24], [25], [26]. In this paper we reexamine the dynamical system in [14], limiting our focus to dynamics of sustained reentry. Our purpose is twofold: First, for sustained propagation our results extend those obtained in [14] to include global behavior in a bounded (but not infinitesimal) invariant region of the phase space. In particular, we obtain conditions for (a) the convergence of all orbits within the invariant region to a unique stable equilibrium so that the reentrant pulse circulates at constant frequency; (b) the persistent oscillation (bounded but nonconverging) of all nonequilibrium orbits, resulting in pulse circulation at variable frequency; and (c) the occurrence of bistable behavior with coexisting stable oscillatory and convergent steady states so that it becomes possible to shift from one of these states to another through premature stimulations. Standard methods from the mathematical literature on discrete dynamics (e.g., [1], [8], [12], [17], [18], [19], [20], [23]) are used to advantage in the proofs of Theorems 1 and 2.

Our second goal in this paper is to further generalize various results in previous studies by using generic restitution and dispersion curves that satisfy a few minimal conditions. This shows indirectly that the aforementioned qualitatively different types of behavior are general manifestations of the dynamical system under consideration and are not peculiar to a specific class of elementary mathematical functions. This substantial extension of the previously published material is made possible by reliance on rigorous analytical methods that lead to a deeper understanding of the mathematical nature of the model. We limit use of numerical simulations largely to examples to illustrate the main results.

2. The model. We consider a loop of cardiac tissue (or, more generally, of excitable cells) of fixed length $L$ that consists of a fixed number $m$ of cells or, more generally, aggregate units or nodes in the sense of [14]. If the real number $\Delta L_i > 0$ denotes the $i$th cardiac unit spacing or internodal separation, then $L = \sum_{i=1}^{m} \Delta L_i$. If we denote the average of $\Delta L_i$, $i = 1, 2, \ldots, m$, by $\Delta L$ and define

$$\delta_i = \frac{\Delta L_i}{\Delta L}$$
for each $i$, then

$$\sum_{i=1}^{m} \delta_i = \sum_{i=1}^{m} \frac{\Delta L_i}{\Delta L} = m \quad \text{and} \quad L = m \Delta L. \quad (1)$$

In most published works in the literature the spacings $\Delta L_i$ are assumed to deviate negligibly from the average $\Delta L$. In such cases one assumes that $\delta_i = 1$ for all $i$ and considers a homogeneous loop in which all nodes are uniformly spaced. This is an important special case which captures all the significant features with a minimum of technical details. Finally, for numerical simulations we arbitrarily take $m = 500$, although much smaller values of $m$ give qualitatively similar outcomes [14].

2.1. Restitution curves.

The action potential duration restitution. The action potential duration (APD) is the length of time (usually measured in milliseconds (ms)) that a node or cell is active after excitation by a pulse. After passage of the APD, if no new excitation takes place, the cell enters a recovery period called the diastolic interval (DI), also measured in ms. The DI ends only by the arrival of a new excitation and it is only during the DI that a cell can fire or become active again if excited.

Let $\text{APD}_{i,n}$ and $\text{DI}_{i,n}$ denote the APD and DI, respectively, for the cell $i$ in beat $n$. The most basic temporal relationship that is possible between the APD and the DI may be stated as

$$\text{APD}_{i,n} = A(\text{DI}_{i,n} - 1), \quad i = 1, 2, \ldots, m, \quad (2)$$

where $A$ is an increasing single variable function whose graph is called the APD-restitution curve.

We use the basic form (2) in this paper but point out that in various papers (e.g., [4], [9], [11], [13], [15], [26]) it has been suggested that in general the function $A$ may contain additional delays or past APD dependence to account for memory effects.

Dispersion and the conduction time (CT) restitution. Each cardiac cell is capable of conducting the action potential pulse through it in a finite amount of time. The speed with which the pulse propagates through a cell is the conduction velocity or CV, often measured in cm/sec. If $\text{CV}_{i,n}$ is the conduction velocity through cell $i$ in beat $n$, then we may express our second restitution hypothesis as follows:

$$\text{CV}_{i,n} = V(\text{DI}_{i,n} - 1), \quad i = 1, 2, \ldots, m, \quad (3)$$

where $V$ is a nondecreasing single variable function. Its graph is called the dispersion curve. With $\Delta L$ sufficiently small, we may assume that $V$ does not change from one end of a unit or cell to its other end, so (3) defines a unitwise or cellular conduction time restitution as follows:

$$\text{CT}_{i,n} = T(i, \text{DI}_{i,n} - 1) = \frac{\Delta L_i}{V(\text{DI}_{i,n} - 1)} = \frac{\delta_i \Delta L}{V(\text{DI}_{i,n} - 1)}. \quad \text{If we define the function of one variable,}$$

$$C(t) = \frac{\Delta L}{V(t)};$$

then $\text{CT}_{i,n} = \delta_i C(\text{DI}_{i,n} - 1)$ for $i = 1, 2, \ldots, m$. Note that the function $C$ is nonincreasing; we refer to its graph as the CT-restitution curve. Except for the factor $\Delta L$ the function $C$ is the same as the recovery curve in [14].
2.2. The propagation equation. During sustained reentry the pulse or the excitation front moves from node to node around the loop. The length of each cycle (or beat) \( n \) is divided into two distinct periods, the APD followed by DI. The length of each cycle is also the sum of CT for all nodes or cells in the loop. Therefore, we have

\[
APD_{i,n} + DI_{i,n} = \sum_{j=1}^{i-1} CT_{j,n+1} + \sum_{j=i}^{m} CT_{j,n}, \quad i = 1, 2, \ldots, m.
\]  

(4)

Since in this setting \( i = 1 \) is the reference point on the loop where a cycle begins and ends, the split in the sums reflects the fact that for \( i > 1 \) conduction in cells 1 through \( i - 1 \) takes place during beat \( n + 1 \). Using the restitution relations, (4) may be written as the following system:

\[
DI_{i,n} = \sum_{j=1}^{i-1} T(j, DI_{j,n}) + \sum_{j=i}^{m} T(j, DI_{j,n-1}) - A(DI_{i,n-1}), \quad i = 1, \ldots, m.
\]  

(5)

Equation (5) is the coupled-map lattice discussed in [14]. It is also a partial difference equation in the spatial variable \( i \) and the temporal variable \( n \). See [24] for an adaptation of this argument to a nonloop structure.

Rather than working directly with (5), we first transform it to an ordinary \( m \)th-order difference equation by taking advantage of the periodic nature of the loop. Define the combined space-time variable

\[ x_{mn+i} = DI_{i,n} \]

and note that

\[ A(DI_{i,n-1}) = A(x_{m(n-1)+i}) \]

and

\[
\sum_{j=1}^{i-1} T(j, DI_{j,n}) + \sum_{j=i}^{m} T(j, DI_{j,n-1}) = \sum_{j=1}^{i-1} T(j, x_{mn+j}) + \sum_{j=i}^{m} T(j, x_{m(n-1)+j})
\]

\[
= \sum_{j=mn-m+i}^{mn+i-1} T(j, x_j).
\]

Next, we substitute \( k = mn + i \) to get the following:

\[
x_k = \sum_{j=k-m}^{k-1} \delta_j C(x_j) - A(x_{k-m}).
\]  

(6)

This equation is the main object of interest in this paper. It is equivalent to (5) provided that we extend the coefficient \( \delta \) periodically, i.e., \( \delta_{i+mn} = \delta_i \) for all positive integers \( n \) and each \( i = 1, 2, \ldots, m \) (a valid assumption since the loop consists of a finite number \( m \) of units).

In the homogeneous case where \( \delta_i = 1 \) for all \( i \), (6) becomes an autonomous difference equation for which a greater number of results exist in the literature. This autonomous version of (6) is the same as that obtained in [6] on a discretization of
their independently developed integral equation (also see [7]). However, no analysis of the discrete case is given in these references.

Each solution of (6) is an infinite sequence \( \{x_k\}_{k=1}^{\infty} \) of DI quantities that is generated by a given set of initial values which may be thought of as an initial state vector,

\[
\text{DI}_0 = [DI_{1,0}, DI_{2,0}, \ldots, DI_{m,0}] = [x_{-m+1}, x_{-m+2}, \ldots, x_0].
\]

Also, each subsequent state vector

\[
\text{DI}_n = [x_{m(n-1)+1}, x_{m(n-1)+2}, \ldots, x_{mn}], \quad n \geq 0,
\]

constitutes the dynamic state of the loop in one cycle. Each such vector determines the DI values for all the cells in the loop within a given cycle, and from the DI values and the restitution and dispersion functions, other quantities such as APD and CV can be computed. Further, plotting the components of \( \text{DI}_n \) as functions of the spatial coordinate \( i \), one obtains the spatial profile of the DI values in each cycle (see Figure 2).

**Exponential restitution and dispersion curves.** Experimental data from pacing experiments as well as data generated by the numerical simulations of the ionic PDE models are typically fitted with exponential maps for numerical studies of pulse propagation. Monotonic maps that are variations of the following two functions appear frequently in the literature on cardiac electrophysiology:

\[
A(t) = a - be^{-\sigma t} + pe^{-\gamma(t-\tau)^2}, \quad C(t) = \frac{\Delta L}{c}[1 + de^{-\omega t}],
\]

where the parameters \( a, b, c, d, \tau, \sigma, \gamma, \omega > 0 \) and \( p \) is a real number. We use these representations in our examples and figures below. The parameter \( c \) is in fact the limiting (or maximum) value of conduction velocity; i.e., \( c = \lim_{t \to \infty} V(t) \). The second exponential term has been added here to the definition of \( A \) as a simple device for modifying \( A \) locally near the value \( \tau \). For small values of \( |p| \) the mapping \( A \) is strictly increasing and in this paper we shall be concerned with this range of \( p \) values only. In particular, if \( p = 0 \), then \( A \) takes the form used in [14]; where the above definition of \( A \) is used in the sequel (except for the one on bistability) we assume that \( p = 0 \).

Using definitions (7) in (6) and rearranging a few terms gives the following:

\[
x_k = \frac{d\Delta L}{c} \sum_{j=k-m}^{k-1} \delta_j e^{-\omega x_j} + be^{-\sigma x_{k-m}} - pe^{-\gamma(x_{k-m}-\tau)^2} + \frac{L}{c} - a.
\]

Equation (8) defines a complex dynamical system that displays a wide range of behaviors. Nevertheless, it is mathematically a rather special case of (6) in which certain situations do not occur that are possible for (6); e.g., nonconcavity or non-differentiability. In this paper we generally use the following parameter values in (8), unless otherwise stated:

\[
a = 24, \quad b = 12, \quad \sigma = 0.5, \quad p = 0, \quad c = 6, \quad d = 1, \quad \omega = 1, \quad \Delta L = 0.3.
\]

These values are largely arbitrary but not far-fetched; they are within scientifically acceptable ranges and here they are used mainly for numerical verifications of our results in illustrative examples. For the sake of interpretation, \( L = m\Delta L = 150 \) may be considered to be in millimeters and time units for DI, APD, etc. in various diagrams will be 10 milliseconds each, unless otherwise specified.
3. Dynamics of sustained reentry. A positive solution \( \{x_k\}_{k=1}^{\infty} \) of (6), being an infinite sequence, represents sustained reentry. As noted above, a partitioning of this sequence into \( m \)-dimensional vectors gives the history of the loop’s dynamic states in the phase space. In this section we study the qualitative properties of the solutions of (6).

3.1. The existence of a unique equilibrium. We begin with a set of basic assumptions concerning the restitution functions. The functions \( A, C \) in (7) in particular satisfy all these hypotheses.

(A1) There is \( r_A \geq 0 \) such that the APD restitution function \( A \) is continuous and increasing on the interval \( [r_A, \infty) \) with \( A(r_A) \geq 0 \).

(A2) There is \( r_C \geq 0 \) such that the CT restitution function \( C \) is continuous and nonincreasing on the interval \( [r_C, \infty) \) with \( \inf_{x \geq r_C} C(x) \geq 0 \).

(A3) There is \( r \geq \max\{r_A, r_C\} \) such that \( mC(r) > A(r) + r \).

The first two assumptions express basic physiological facts that are commonly attributed to the functions \( A \) and \( C \). The third assumption guarantees (via Lemma 1) the existence of a structurally stable equilibrium or steady state. Physiologically, this means that conduction around the ring must be sufficiently slow to achieve the desired effect. Note also that (A1)–(A3) allow for the possibility that the restitution functions may not be monotonic or otherwise well-behaved near the origin.

Next, we define the auxiliary function \( F = mC - A \) and note that by (A1)–(A3), \( F \) is continuous and decreasing on the interval \( [r, \infty) \) and satisfies

\[
F(r) > r.
\]

Let \( x^* \) be a steady state solution or equilibrium of (6), i.e., a solution of the equation

\[
x = \sum_{j=k-m}^{k-1} \delta_j C(x) - A(x) = mC(x) - A(x) = F(x).
\]

In particular, \( x^* \) is also a fixed point of the auxiliary map \( F \) so it is the same in the autonomous case \( \delta_i = 1 \).

**Lemma 1.** Assume that (A1)–(A3) hold.

(a) Equation (6) has a unique positive equilibrium \( x^* \in (r, F(r)) \).

(b) \( (x^*, F(r)) = F([r, x^*]) \).

(c) \( [r, F(r)] \cup F([r, x^*]) \) disjointly.

**Proof.** (a) Let \( f(x) = F(x) - x \) so that by (11) \( x^* \) is a zero of \( f \). Then by (10) \( f(r) > 0 \). Further, since \( F \) is decreasing for \( x \geq r \), applying \( F \) to (10) gives

\[
f(F(r)) = F(F(r)) - F(r) < 0.
\]

The existence of \( x^* \in (r, F(r)) \) is now established by applying the intermediate value theorem to the continuous \( f \). The uniqueness of \( x^* \) is a clear consequence of the strictly decreasing nature of \( f \).

(b) Let \( y \in (x^*, F(r)) \). Then \( x = F^{-1}(y) > F^{-1}(F(r)) = r \) and \( x < F^{-1}(x^*) = x^* \). Thus \( (x^*, F(r)) \subset F([r, x^*]) \). The converse is clear.

(c) The disjoint union follows immediately from part (b). \( \square \)
The interval \([r, F(r)]\) represents a relevant interval for this model since what happens outside this interval is not relevant to our discussion of sustained reentry. The relevant interval is not generally invariant, although it may contain an invariant interval.

Remark. We are interested only in nonnegative DI values; therefore, if a zero of \(F\) occurs in the relevant interval, i.e., if there is \(p \in [r, F(r)]\) such that \(F(p) = 0\), then \(F(x) < 0\) for \(x > p\) so the relevant interval reduces to \([r, p]\). We note that since \(F(x^*) = x^* > 0\), it must be that \(x^* \in (r, p)\).

3.2. The invariant interval. The existence of a nontrivial invariant interval in particular guarantees an open set of bounded solutions for (6) and thus assures the robust occurrence of sustained reentry. An additional hypothesis is required.

(A4) There is \(s \in [r, x^*)\) such that \(s \leq F(F(s)) = F^2(s)\).

Lemma 2. Assuming (A1)–(A4), the interval \(I = [s, F(s)]\) is nontrivial, contains \(x^*\), and is invariant for (6); i.e., if the initial values \(x_0, \ldots, x_{-m+1}\) are in \(I\), then \(x_k \in I\) for all \(k \geq 1\). Also \(I \subset [r, F(r)]\).

Proof. First, observe that since \(s < x^*\) and \(F\) is decreasing, then \(F(s) > x^* > s\). Hence, the interval \(I\) contains \(x^*\) and is nontrivial, i.e., it has a nonempty interior. Next, assume that \(x_0, \ldots, x_{-m+1} \in I\). Then for \(j = -m + 1, \ldots, 0, x_j \geq s\), so \(A(x_{-m+1}) \geq A(s)\) and \(C(x_j) \leq C(s)\). Therefore,

\[
x_1 = \sum_{j=-m+1}^{0} \delta_j C(x_j) - A(x_{-m+1}) \leq mC(s) - A(s) = F(s).
\]

Similarly, for \(j = -m + 1, \ldots, 0, x_j \leq F(s)\) so \(A(x_{-m+1}) \leq A(F(s))\) and \(C(x_j) \geq C(F(s))\). Therefore,

\[
x_1 = \sum_{j=-m+1}^{0} \delta_j C(x_j) - A(x_{-m+1}) \geq mC(F(s)) - A(F(s)) = F(F(s)) \geq s.
\]

It follows that \(x_1 \in I\). Now, assume inductively that for \(k \geq 1\), we have established that \(x_{k-1}, \ldots, x_{k-m} \in I\). Then repeating the above argument gives \(x_k \in I\) and shows \(I\) to be invariant.

3.3. Convergence to a stable steady state. In this section we look at a special case of (A4) that implies the asymptotic stability of the equilibrium (convergence of all trajectories in \(I\) to a stable steady state). This special case of condition (A4) is stated as follows:

(A4S) There is \(s \in [r, x^*)\) such that \(F^2(x) > x\) for all \(x \in (s, x^*)\).

Figure 1 depicts a case where (A4S) holds with \(r = s = 0\). Note in particular that if \(A'(x^*) < 1\), then it is easy to see that (A4S) holds, at least when \(C'(x^*) = 0\) (although \(C\) need not be constant). However, (A4S) is a weaker condition in that the differentiability of \(A\) is not required and that if differentiable, then the derivative \(A'\) need not be uniformly bounded by 1 in a left-neighborhood of \(x^*\) (i.e., small irregularities in the APD curve do not affect the qualitative behavior of the circulating pulse).
Before Theorem 1 is presented, it is necessary to consider the dynamics of the auxiliary map $F$ under (A4S). It is known [23, sec. 2.1], that condition (A4S) is in fact necessary and sufficient for $x^*$ to attract all orbits of $F$ that start in $(s, F(s))$. But since $F$ is a relatively simple mapping, we can be more specific here.

**Lemma 3.** Assume that (A1)–(A3) plus (A4S) hold. Then for every $x_0 \in (s, x^*)$

\begin{equation}
\begin{aligned}
s < x_0 < F^2(x_0) < \cdots < x^* < \cdots < F^3(x_0) < F(x_0) < F(s)
\end{aligned}
\end{equation}

and

\begin{equation}
\begin{aligned}
\lim_{n \to \infty} F^{2k}(x_0) = \lim_{n \to \infty} F^{2k+1}(x_0) = x^*.
\end{aligned}
\end{equation}

**Proof.** Since $F$ is decreasing, if $x_0 \in (s, x^*)$, then $F(x_0) > F(x^*) = x^*$ and $F(x_0) < F(s)$. Thus

\begin{equation}
\begin{aligned}
x^* < F(x_0) < F(s).
\end{aligned}
\end{equation}

Applying $F$ to (14) in the above fashion gives

\begin{equation}
\begin{aligned}
F^2(s) < F^2(x_0) < x^*.
\end{aligned}
\end{equation}

Now (12) follows by simple induction. Statements (13) follow from (12) because $F$ has no fixed points in $(s, F(s))$ other than $x^*$ to which the odd and even iterates of $F$ can converge. \(\square\)

**Theorem 1.** Let (A1)–(A3) and (A4S) hold. Then the equilibrium $x^*$ is stable and every solution of (6) with initial values in $(s, F(s))$ is attracted to $x^*$.

**Proof.** First we establish the attracting nature of $x^*$. Let $x_0, \ldots, x_{-m+1}$ be in the interval $(s, F(s))$, and define

\begin{equation}
\begin{aligned}
\mu_1 = \min \{x^*, x_0, \ldots, x_{-m+1}\}, \quad \mu_2 = \max \{x^*, x_0, \ldots, x_{-m+1}\}.
\end{aligned}
\end{equation}
Since $F$ is continuous, we have $F(x) \to F(s)$ as $x \to s$. Thus we can find $q \in (s, \mu_1)$ sufficiently close to $s$ that $F(q) \in (\mu_2, F(s))$. Next, observe that since $x_0, \ldots, x_{-m+1} > q$,

$$x_1 = \sum_{j=-m+1}^{0} \delta_j C(x_j) - A(x_{-m+1}) < mC(q) - A(q) = F(q).$$

Similarly, $x_0, \ldots, x_{-m+1} < F(q)$ implies

$$x_1 = \sum_{j=-m+1}^{0} \delta_j C(x_j) - A(x_{-m+1}) > mC(F(q)) - A(F(q)) = F^2(q).$$

If (A4S) holds, then $F^2(q) > q$ so that $x_1 \in (F^2(q), F(q)) \subset (q, F(q))$. Repeating a similar calculation for $x_2, \ldots, x_m$ we conclude that

$$x_k \in (F^2(q), F(q)) \subset (q, F(q)), \quad k = 1, \ldots, m. \tag{15}$$

Next, we move on to the next cycle and look at $x_{m+1}$. Since by (15) $x_1, \ldots, x_m > F^2(q)$,

$$x_{m+1} = \sum_{j=1}^{m} \delta_j C(x_j) - A(x_1) < mC(F^2(q)) - A(F^2(q)) = F^3(q);$$

further, $x_1, \ldots, x_m < F(q)$ gives

$$x_{m+1} = \sum_{j=1}^{m} \delta_j C(x_j) - A(x_1) > mC(F(q)) - A(F(q)) = F^2(q).$$

Since $F^3(q) < F(q)$, this argument can be repeated for $x_{m+2}, \ldots, x_{2m}$ to yield

$$x_k \in (F^2(q), F^3(q)) \subset (F^2(q), F(q)), \quad k = m + 1, \ldots, 2m.$$

Continuing this argument inductively leads to the conclusion that

$$x_k \in (F^{2n}(q), F^{2n-1}(q)), \quad k = m(2n-2) + 1, \ldots, m(2n-1),$$

$$x_k \in (F^{2n}(q), F^{2n+1}(q)), \quad k = m(2n-1) + 1, \ldots, 2mn. \tag{16}$$

From these relations and Lemma 3 it is clear that $x_k$ converges to $x^*$ as $k \to \infty$. It remains to show that $x^*$ is stable (dynamically in the sense of Liapunov). Let $\varepsilon > 0$ and use the continuity of $F$ to pick $\delta \in (0, \varepsilon)$ small enough that $F(x^* - \delta) < x^* + \varepsilon$. If $x_0, \ldots, x_{-m+1} \in (x^* - \delta, x^* + \delta)$, then it follows from Lemma 3 and (16) that

$$x_k \in (x^* - \delta, F(x^* - \delta)) \subset (x^* - \varepsilon, x^* + \varepsilon), \quad k \geq 1.$$

Hence $x^*$ is stable. \hspace{1cm} \Box

Remark 1. If $x^*$ is attracting (e.g., conditions of Theorem 1 hold), then the cycle length $mC(x^*)$ may be easily computed as the fixed period $T^*$ (analogous to the basic cycle length (BCL)) for the oscillation of the reentrant pulse. Note that

$$T^* = mC(x^*) = \frac{m\Delta L}{V(x^*)} = \frac{L}{V^*},$$
where $V^*$ is steady state conduction velocity in the loop. Similarly, the APD is calculated from the restitution relation as $A^* = A(x^*)$. It may be emphasized that since $F(x^*) = x^*$ we have the cycle period $T^* = A^* + x^* > A^*$ as required.

The frequency $1/T^*$ can be quite high in this sort of reentrant regime. We calculate this frequency in a hypothetical case using (8) subject to the parameter values (9) but with $L$ increased to 162 (from 150 by increasing $m$ to 540). In this case, we obtain the situation depicted in Figure 1 so by Theorem 1 the fixed point $x^* \approx 4.55$ (estimated numerically and interpreted as a steady state DI of 45.5 ms) is globally asymptotically stable (with respect to $I$).

The fixed cycle length or period of the reentrant pulse is approximately

$$mC(4.55) = \frac{L}{e}(1 + de^{-4.55\omega}) = \frac{162}{6}(1 + e^{-4.55}) = 27.3,$$

which we interpret as 273 milliseconds, corresponding to a frequency of 60000/273 or a rather fast 220 cycles (or beats) per minute.

**Remark 2.** (A1)–(A3) plus (A4S) are sufficient for the asymptotic stability of the equilibrium but in general they are not necessary. A special case where these hypotheses are both necessary and sufficient for asymptotic stability is when $C$ is constant (see Theorem 2.1.2 in [23]).

### 3.4. Persistent oscillations.

In a series of experiments on animal cardiac tissue by Frame and Simson [10] it was found that the reentrant pulse does not always cycle around a loop with a fixed period. In some cases, the cycle length tended to oscillate without approaching a specific value. In [14] these oscillations were attributed to the appearance of quasiperiodic solutions for (5) due to local bifurcations (Neimark–Sacker or discrete Hopf). In this section we discuss sufficient conditions for oscillations to occur in all nontrivial solutions of (6) within the invariant $I^m$. Throughout this section we assume that the restitution functions $A$ and $C$ are continuously differentiable and that $\delta_i = 1$ for all $i$, i.e., the loop is homogeneous.

For the autonomous version of (6), the characteristic polynomial of the linearization at $x^*$ is given as

$$P(\lambda) = \lambda^m + \sum_{i=1}^{m-1} \beta \lambda^i + \beta + \alpha, \quad \alpha = A'(x^*) > 0, \quad \beta = -C'(x^*) \geq 0.$$

See, e.g., [18] or [23]. Note that the roots of $P$ are the eigenvalues of the linearization of (6) at $x^*$. We now list some special properties of $P$.

**Lemma 4.**

(a) $P$ has no nonnegative (real) roots.

(b) If some root of $P$ lies on the unit circle in the complex plane, then $\alpha + \beta = 1$.

(c) If $\alpha + \beta = 1$, then for each root $\lambda$ of $P$, $1/\lambda$ is also a root.

(d) If $\beta = 0$ (even if $C$ is not constant), then either all roots of $P$ are inside the unit disk in the complex plane if $\alpha < 1$ or they are all outside if $\alpha > 1$.

**Proof.** (a) This is clear from the facts that $\beta \geq 0$ and $\alpha + \beta > 0$. (b) First we show that (i) implies (iii). Let $\alpha + \beta = 1$. By part (b), roots $\lambda_j = p_j \exp(i\theta_j)$ of $P$ must have modulus $p_j = 1$ for all $j = 1, \ldots, m$ and thus they are on the unit circle. In particular, the only possible real root of $P$ is $-1$ which occurs when $m$ is odd.

Next, (iii) trivially implies (ii), so it remains to show that (ii) implies (i). Let $\lambda_1$ be a root that is on the unit circle. Then $\lambda_1 = \exp(i\theta_1)$ so the conjugate $\exp(-i\theta_1) = \exp(-i\theta_1)$ is
1/\lambda_1 is also a root. Since \( P(\lambda_1) = 0 \) it follows that

\[
\beta \sum_{i=1}^{m-1} \lambda_i^1 = -\lambda_1^m - \alpha - \beta. 
\]

Also, \( P(1/\lambda_1) = 0 \) so

\[
0 = \frac{1}{\lambda_1^m} + \beta \sum_{i=1}^{m-1} \frac{1}{\lambda_i^1} + \beta + \alpha \\
= \frac{1}{\lambda_1^m} \left[ 1 + \beta \sum_{i=1}^{m-1} \lambda_i^1 \right] + \alpha + \beta \\
= \frac{1 - \lambda_1^m - \alpha - \beta}{\lambda_1^m} + \alpha + \beta \\
= \left( \frac{1}{\lambda_1^m} - 1 \right) (1 - \alpha - \beta). 
\]

Note that \( \lambda_1^m \neq 1 \), since otherwise the sum of the \( m \)th roots of unity in (17) would add up to \(-1\), leaving \(-\beta\) on the left but giving \(-1 - \alpha - \beta\) on the right. Therefore, by (18) it is the case that \( 1 - \alpha - \beta = 0 \) as required.

(c) If \( \alpha + \beta = 1 \), then

\[
P \left( \frac{1}{\lambda} \right) = \frac{1}{\lambda^m} + \beta \sum_{i=1}^{m-1} \frac{1}{\lambda_i^1} + 1 = \frac{1}{\lambda^m} \left[ \lambda^m + \beta \sum_{i=1}^{m-1} \lambda_i^1 + 1 \right] = \frac{P(\lambda)}{\lambda^m}. 
\]

(d) This is straightforward since \( P \) reduces to the simple equation \( \lambda^m + \alpha \) if \( \beta = 0 \).

Next, a global oscillation result [23, p. 166] is needed which we quote here as a lemma. We say that a sequence \( \{x_n\}_{n=1}^\infty \) oscillates persistently if it is bounded and has at least two distinct limit points. In particular, persistently oscillating solutions cannot converge to a point.

**Lemma 5.** Consider the general difference equation

\[
x_n = f(x_{n-1}, \ldots, x_{n-m}),
\]

where \( f : D \to \mathbb{R} \) for a set \( D \subset \mathbb{R}^m \). Assume that (19) has a unique fixed point \( x^* \) and that all the eigenvalues of the linearization of (19) at \( x^* \) (i.e., the roots of its characteristic polynomial) lie outside the unit disk in the complex plane. Further, assume that

\[
f(x^*, \ldots, x^*, x) \neq x^* \quad \text{if} \quad x \neq x^*.
\]

Then all nontrivial solutions of (19) that are bounded oscillate persistently.

We are now ready for the main result of this subsection.

**Theorem 2.** Assume that (A1)–(A4) and one of the following inequalities hold:

\[
A'(x^*) + (m - 2)C'(x^*) > 1 
\]
or

\[
A'(x^*) > 0, \quad C'(x^*) \leq -1. 
\]
Then $x^*$ is unstable and all nontrivial solutions of (6) oscillate persistently in the invariant interval $I$.

Proof. In the notation of Lemma 4, inequality (21) may be written as

$$\alpha - (m - 2)\beta > 1. \tag{23}$$

We first show that if (23) holds, then all roots of the characteristic polynomial $P$ lie outside the unit disk in the complex plane. To this end, define the polynomial

$$Q(\lambda) = \frac{\lambda^m}{\alpha + \beta} P \left( \frac{1}{\lambda} \right) = \lambda^m + \frac{1}{\alpha + \beta} \sum_{j=1}^{m-1} \beta \lambda^j + \frac{1}{\alpha + \beta}$$

and observe that $\lambda_0$ is a root of $Q$ if and only if $1/\lambda_0$ is a root of $P$. Thus if every root of $Q$ is inside the unit disk, then every root of $P$ will be outside as desired. A well-known sufficient condition (e.g., [23, pp. 209, 210]) for all the roots of $Q$ to be inside the unit disk is that the sum of all the coefficients (except for that of the highest power $\lambda^m$) be less than unity, i.e.,

$$1 > \frac{m-1}{\alpha + \beta} + \frac{1}{\alpha + \beta} = \frac{m-1}{\alpha + \beta} + \frac{1}{\alpha + \beta}. \tag{24}$$

It is easy to see that (24) is equivalent to (23).

Next, assume that (22) holds. Then in the notation of Lemma 4, $\beta \geq 1$ with $\alpha > 0$; in particular, $\alpha + \beta > 1$. If all roots of $P$ are not outside the unit disk, then some root

$$\lambda_0 = r_0 e^{i\theta_0} = r_0 (\cos \theta_0 + i \sin \theta_0)$$

of $P$ has modulus $r_0 \leq 1$. By Lemma 4(c) we may assume that $r_0 < 1$. Setting $P(\lambda) = 0$ and writing its middle terms in a compact way gives the equation

$$\lambda^m + \beta \frac{\lambda^m - 1}{\lambda - 1} + \alpha = 0. \tag{25}$$

Since by part (a) $\lambda \neq 1$ for any root, the zeros of (25) are precisely those of $P(\lambda) = 0$ and also the same as the nonunit zeros of

$$\lambda^m (\lambda - 1) + \beta (\lambda^m - 1) + \alpha (\lambda - 1) = 0. \tag{26}$$

Inserting $\lambda_0$ in (26) and rearranging terms, we get

$$\lambda_0^{m+1} + (\beta - 1)\lambda_0^m + \alpha \lambda_0 = \alpha + \beta. \tag{27}$$

Setting the real parts on the two sides of (27) equal we obtain

$$r_0^{m+1} \cos (m + 1)\theta_0 + (\beta - 1)r_0^m \cos m\theta_0 + \alpha r_0 \cos \theta_0 = \alpha + \beta. \tag{28}$$

For $\beta \geq 1$ and $\alpha > 0$ the left side of (28) is bounded above by the quantity

$$r_0^{m+1} + (\beta - 1)r_0^m + \alpha r_0 < 1 + \beta - 1 + \alpha = \alpha + \beta.$$

But this contradicts (28), which was assumed to hold with $r_0 \in (0, 1)$ for some $\theta_0$. It follows that $\lambda_0$ cannot exist and thus all roots of $P$ must be outside the unit circle.
Having shown that a unique, unstable equilibrium exists in a positively invariant region, the proof can now be concluded by Lemma 5 as soon as we show that (20) holds. For (6), the function $f$ is given by

$$f(u_1, \ldots, u_m) = \sum_{j=1}^{m} C(u_j) - A(u_m),$$

so (20) is equivalent to

$$(m - 1)C(x^*) + C(x) - A(x) \neq x^* \quad \text{if} \quad x \neq x^*. \tag{29}$$

Since $x^* = F(x^*) = mC(x^*) - A(x^*)$, (29) is equivalent to

$$C(x) - A(x) \neq C(x^*) - A(x^*) \quad \text{if} \quad x \neq x^*. \tag{30}$$

This last inequality is true since the function $C(x) - A(x)$ is strictly decreasing on the invariant interval $I$. \[\square\]

**Remark 3.** Writing (21) in the equivalent form

$$A'(x^*) > 1 + (m - 2)|C'(x^*)|$$

we see that for any given value of $A'(x^*)$ larger than 1, persistent oscillations occur by Theorem 2 if $|C'(x^*)|$ is sufficiently small, i.e., if $C$ is sufficiently flat in a neighborhood of $x^*$. On the other hand, if $A'(x^*) < 1$, then the steepness condition $|C'(x^*)| \geq 1$ is sufficient to guarantee the occurrence of persistent oscillations. Thus in this sense (21) and (22) are complementary conditions.

As an application of Theorem 2, consider (8) subject to the parameter values (9) except with $\omega = 2$ now. Then we may estimate $x^* \approx 3.32$ (DI of about 33.2 ms) and compute

$$A'(x^*) \approx 1.141, \quad 1 + (m - 2)|C'(x^*)| \approx 1.065.$$  

Thus (21) is satisfied and solutions oscillate by Theorem 2. Figure 2 shows both the spatial and temporal DI profile in six consecutive cycles of a sample trajectory (the thick curve) after the transient effects have dissipated; in addition to its oscillatory nature, this solution is quasi-periodic, a fact that does not follow from Theorem 2 but may be inferred from local analysis.

Alternatively, if we have a CT restitution curve that flattens more quickly (e.g., $\omega = 3$), then we would get the solution shown by the thin curves in Figure 2. In this case, Theorem 2 again confirms that this solution is oscillatory because

$$x^* \approx 3.29, \quad A'(x^*) \approx 1.158, \quad 1 + (m - 2)|C'(x^*)| \approx 1.004.$$  

We note in passing that although $A$ is independent of $\omega$, if $C$ is not constant, then changes in $\omega$ affect $x^*$ and thus the value of the slope $A'(x^*)$.

**Remark 4.** In [14] it is conjectured that $x^*$ is locally asymptotically stable (or unstable) if the quantity $A'(x^*) - C'(x^*) - 1$ is negative (respectively, positive). Although neither (21) nor (22) implies the positivity of this quantity, numerical simulations and certain results such as Lemma 4 suggest that this conjecture is probably true. In the notation of this paper, we restate this open problem as follows: All roots of the characteristic polynomial $P$ are inside (respectively, outside) the unit disk if and only if $\alpha + \beta < 1$ (respectively, $\alpha + \beta > 1$).
3.5. Bistability. When cardiac tissue receives a premature stimulus such as an electrical shock of the type imparted by a defibrillator or through electrodes in a lab preparation, this can change its rhythm. In the case of a one-dimensional reentrant circuit, a particular type of behavior such as stably convergent may change to stably persistent oscillatory or conversely. Such changes can occur if (6) is bistable (or, more generally, multistable; note that a premature stimulus in cycle $n$ changes the components of $\text{DI}_n$, thus shifting the orbit in phase space). In this section we use Theorems 1 and 2 to show that a type of bistability that is caused by slight “dents” in the APD curve may exist in a general setting. An advantage of this approach is that the emergence of bistability in the higher-order equation (6) can be observed in a bifurcation diagram of the one-dimensional auxiliary map $F$ even when $C$ is not constant; see Remark 5.

The main idea. Consider a case where the solutions of (6) are persistently oscillatory, e.g., inequality (21) is satisfied at the equilibrium under hypotheses (A1)–(A4). Suppose that now the APD curve is made locally flat (i.e., its slope small) in the vicinity of the unstable equilibrium so that condition (A4S) holds in an interval $I_0$ containing $x^*$ ($A$ is unaltered or altered negligibly outside $I_0$). The endpoints of $I_0$ then represent an unstable 2-cycle for the auxiliary map $F$. Further, assume that $I_0$ is small enough to not contain some previously oscillatory solutions (in the sense that the oscillatory orbit in the phase space does not enter the hypercube $I_m^u$). Then by Theorem 1 solutions that are generated by initial values inside $I_0$ will converge to a new stable equilibrium without substantially affecting the previously oscillatory solutions that were outside $I_0$. The resulting system is thus bistable.

We emphasize that the existence of $I_0$ is sufficient but not necessary for the bistability of (6), unless of course the CT restitution curve $C$ is constant. Let us now illustrate the preceding ideas using (8) subject to the parameter values (9) except that we now set $p = 0.3$ (with $\gamma = 1$, $\tau = 2.5$) to modify the APD curve, and also pick a suitable value for $\omega$ to enhance the bistability effect. The graph of $F^2(t) - t$
Fig. 3. The two invariant intervals $I = [1.3, 7.25]$ and $I_0 = [2.55, 4.1]$ with the latter highlighted as the interval of convergence.

Fig. 4. Qualitatively different outcomes that result from slightly different initial values. With initial values $Dl_0 = [3.9, \ldots, 3.9]$ we obtain the convergent solution shown as the thin, square-shaped oscillatory curve, since 3.9 is in $I_0$. However, with $Dl_0 = [4.5, \ldots, 4.5]$ we obtain the divergent, thick oscillatory curve. Note that 4.5 is in $I$ but not in $I_0$. The horizontal strip between the dotted lines represents $I_0$.

in Figure 3 shows the primary invariant interval $I$ discussed previously, as well as the smaller one $I_0$ for a particular value of $\omega$.

Figure 4 shows the different outcomes that result depending on whether we choose the initial values in $I_0$ or outside it. Evidently, the divergent oscillatory curve does not enter $I_0$ in this case. If $Dl_0$ is not constant and its components are only partially in $I_0$, then the corresponding solution may or may not converge.

More complex types of oscillatory behavior (not shown) where the trajectory may pass through $I_0$ repeatedly also occur in the above context with different parameter values. In such cases, the occurrence of convergent solutions may again be explained by Theorem 1 if $Dl_0 \in I_0^m$ (even with inhomogeneities). However, explaining the stable occurrence of the nonconvergent orbits requires further extensions of Theorem 2, or perhaps different methods that are global; local arguments and linearization in $m$ dimensions do not apply since the equilibrium is asymptotically stable within $I_0^m$.

Remark 5. (emergence of bistability). Variations of shapes or changes in the relationship between the CT and APD curves may cause the emergence of bistability.
As the length \( L \) of the ring decreases, bistable behavior emerges in (a) but not in (b). The occurrences of tangent (or fold) bifurcations in (a) create two different period-2 orbits, the inner ones being unstable and enclosing a copy of the interval \( I_0 \) of Fig. 3 between them.

by bringing \( x^* \) close to the region of local flatness for the APD. For illustration, consider (8) again where we change the parameter \( L \) (the length of the loop, a common bifurcation parameter). Note that \( x^* = \phi^{-1}(L) \) is a strictly increasing function of \( L \), where

\[
\phi(x) = \frac{144 + 6x - 72e^{-0.5x} + 1.8e^{-(x-2.5)^2}}{1 + e^{-4x}}, \quad x > 0,
\]

is easily obtained by solving (11) for \( L \) subject to the functions \( A, C \) and their parameter values for Figure 3. Thus we can reduce \( x^* \) by decreasing \( L \) and examine the effect of local APD flatness on bistability as \( x^* \) passes through the region of relative flatness for the APD curve. To visually demonstrate this effect of \( L \) on bistability we plot the two variable curve

\[
F(L, F(L, x)) = x, \text{ where } F(L, x) = \frac{L}{6}[1 + e^{-4x}] - 24 + 12e^{-0.5x} - pe^{-(x-2.5)^2},
\]

for both zero and nonzero (fixed) values of \( p \). Such a bifurcation diagram shows the motion of the equilibrium for (8) as well as the occurrence and development of all period-2 points of the auxiliary map \( F \) as \( L \) varies. Figure 5 shows a comparison between two cases.

In both of the cases (a) and (b) shown in Figure 5, the nearly horizontal thick curve indicates the path of \( x^* \) as \( L \) changes. The other thick curve in Figure 5(a) where \( p \neq 0 \) (local flatness exists in APD) clearly shows the emergence of bistability at \( L_1 \approx 151.1 \) where tangent (or fold) bifurcations of the auxiliary map \( F \) create two period-2 orbits (for \( F \)). The two outer curves indicate the stable 2-cycles of \( F \) and the inner curves show the unstable 2-cycles which converge to the equilibrium \( x^* \) at \( L_0 \approx 149 \) through a reverse period-doubling (or flip) bifurcation. The interval between the two inner curves exists nontrivially for each \( L \in (L_0, L_1) \) and gives the interval \( I_0 = I_0(L) \) of bistability (by Theorem 1, \( x^* \) is asymptotically stable for all \( L \in (L_0, L_1) \)). The line segment with arrows in Figure 5(a) indicates the interval \( I_0 \).
at the particular value $L = 150$; this is just the interval $I_0$ that appears in Figures 3 and 4. By contrast, in Figure 5(b) where there is no region of relative flatness for the APD curve, the interval $I_0$ does not exist. For some related remarks concerning the occurrence of bistable behavior, see Vinet [25]. Vinet also uses a parameter $p$ by which the APD function can be altered. However, the bifurcation diagrams in [25] are based on variation of $p$ rather than $L$.

4. Concluding remarks. As indicated, many models of reentry in a loop of cardiac tissue or, more generally, of excitable media have been studied in the literature both in continuous and discrete form. In this paper, we refined and extended previous work using ideas and methods that yield global results. But more work remains to be done, especially at the theoretical level. For instance, it is necessary to extend Theorems 1 and 2 to cover a broader range of possibilities that include the relevant ranges of parameters in specific equations like (8), which is likely to be obtained through curve fitting of experimental data.

The interaction between Theorems 1 and 2 is a simple but not sufficiently satisfactory way to explain the occurrence of bistability. For instance, certain oscillatory solutions (periodic or almost periodic ones) repeatedly enter and exit the interval $I_0$ without converging, although solutions that start inside $I_0$ do converge (by Theorem 1). This situation requires a more detailed explanation than what is provided here.

The occurrence of almost periodic solutions has a standard description in terms of the Hopf–Neimark–Sacker bifurcation. However, it is less clear why these solutions break up into periodic solutions in some cases as the parameter $\omega$ increases from 2 to 3. A more detailed study of both periodic and almost periodic solutions of (6) is certainly desirable.

Beyond the mathematical issues mentioned above and related matters, it is also necessary to study extensions of the model that use more general types of restitution, e.g., to account for beat-to-beat memory, latency, etc. In particular, the addition of latency may lead to the occurrence of complex behavior for small values of $DI$.

Indeed, one sees that the persistent oscillation exhibited by the solutions of (6) is generally not complicated. (The reasons for the absence of complexity with monotonic APD are easy to discern when $C$ is constant.) Can more complex types of persistent oscillations occur, e.g., with higher periods? Can they be possibly chaotic? In certain papers evidence is given that the APD restitution curve $A$ may be nonmonotonic, e.g., be unimodal [24] or contain dents [22] at small DI values. In these works it is shown that chaotic behavior and complex bifurcations may occur whether it is for reentry in a loop [22] or for a regularly paced, nonclosed strip of tissue [24]. These observations may also be confirmed through numerical simulations of (8) with large enough $p$ (not presented here). Such studies indicate the existence of a spatiotemporal form of chaotic behavior that needs further mathematical study and clarification.
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