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Primary Learning Objectives:
1. Identify basic elements of a game

2. Identify equilibrium strategies in simple games

3. Predict how changes in simple games will affect the equilibrium outcomes

A game occurs whenever the payoffs to the individuals involved in an activity are determined jointly by the actions taken by the individuals.  That is, the payoff to one individual depends not only upon the actions taken by the individual but by the actions taken by other individuals.


A game consists of three elements:

· Players

· Strategies

· Outcomes (or payoffs)


Question:
The dating game.
· Read Inside Business 10-1 on p. 353, define the game depicted in the movie, and identify the best strategy for the males

· Assumptions:

· Two males: X and Y

· Three females: A, B, and C

· Both X and Y anticipate that they would enjoy the company of A more than the company of B or C

· Both X and Y anticipate that they would enjoy the company of B equally as well as the company of C


Careful analysis of a game requires careful and complete description of the game.


The best strategy may vary with details of the game


Two common methods of describing games exist:

· Normal form shows the game as a table

1. Rows and columns indicate possible strategy choices

2. Cells contain payoffs for strategy combinations

· Extended form shows the game as a “decision” tree

1. Nodes indicate decision points

2. Dotted line connects nodes if play is simultaneous

3. Ends of branches contain payoffs


The Normal form describes simultaneous single-shot games easily 

Homework 1
A strategy is dominant if it dominates all other strategies. (A strategy is weakly dominant if weakly dominates one or more strategies and dominates all other strategies.)

Strategy #1 dominates strategy #2 if the outcome under strategy #1 is higher than the outcome under strategy #2 regardless of the strategies chosen by the other players. (Strategy #1 weakly dominates strategy #2 if the outcome under strategy #1 is at least as high as the outcome under strategy #2 regardless of the strategies chosen by the other players.)

Rule 1:
If a dominant strategy exists, use it!

Rule 2:
If the other players have dominant strategies, assume that they will use it.

Question:
A compatibility game

	
	
	NewTech

	
	Strategies
	Introduce X
	Do Not Introduce X

	MS
	Use X technology
	50, 65
	30, 0

	
	Use Y technology
	60, -10
	80, 0


· What would you do if you were NewTech?  MS?

· If you were NewTech, would you pay a spy to let you know MS’s decision?  

· If you were MS, would you pay a spy to let you know NewTech’s decision?  

· Discuss what NewTech could do to shape game in its favor.  


Rule 3:
Try to shape the game to your advantage!!!.


Question:
If you were advising the United Automobile Workers, would you suggest that they negotiate sequentially with the automobile manufacturers or with all manufacturers sequentially?


Dominance does not always exist


Question:
Second revision of Time and Newsweek 

	
	
	Time

	Newsweek
	Strategies
	AIDS
	Budget
	Stock Market

	
	AIDS
	35, 35
	70, 55
	50, 80

	
	Budget
	45, 70
	15, 15
	60, 40

	
	Stock Market
	30, 50
	40, 60
	25, 25


· What would you do if you were Time?  Newsweek?

· If you were Newsweek, would you pay a spy to let you know Time’s decision?  


A Nash equilibrium is a combination of strategies that results in a best outcome for each player given the strategies chosen by the other players.  That is, each player would reduce its payoff by unilaterally changing its strategy (if it had an opportunity to do). (A weak Nash equilibrium is a Nash equilibrium in which one or more players could attain the same outcome by choosing a different strategy.  That is, no player could improve its payoff by unilaterally choosing a different strategy.)

· John Nash won the Nobel Prize for developing this equilibrium concept and for proving that a Nash equilibrium exists for all games that are finite and bounded.

· To identify Nash equilibria, circle the best outcome for A for every possible strategy that B might choose and the best outcome for B for every possible strategy that A might choose.   Each cell in the Normal form that contains two best outcomes identifies a Nash equilibrium.

· If dominant strategies exist, they form a Nash equilibrium


Rule 6: Identify and anticipate Nash equilibria

Conceptual and Computational Question 1

Conceptual and Computational Question 2

Conceptual and Computational Question 3

Problem and Application 10

Problem and Application 17

A “small” change in a game can have dramatic effects on the equilibrium outcome.

Question: Suppose that MC =10 and is constant for all firms, and that P =100-Q, where Q = the total of all output produced by all firms in the market.
a. If only one firm is in the market, what is the equilibrium level of output?

b. If two firms compete in the market and both firms choose their level of output and P adjusts to clear the market, what is the equilibrium level of output for each firm?

c. If three firms compete in the market and both firms choose their level of output and P adjusts to clear the market, what is the equilibrium level of output for each firm?

d. If two firms compete in the market and both firms choose their Price and let consumers dictate the quantities sold, what is the equilibrium price for each firm?

e. If three firms compete in the market and both firms choose their Price and let consumers dictate the quantities sold, what is the equilibrium price for each firm?

A game can have more than one Nash equilibrium

Question:
A coordination game

	
	
	NewTech

	
	Strategies
	Introduce X
	Do Not Introduce X

	MS
	Use X technology
	50, 35
	30, 0

	
	Use Y technology
	40, -10
	60, 0


· What would you do if you were NewTech?  MS?

· If you were NewTech, would you pay a spy to let you know MS’s decision?

Some games do not have Nash equilibria in pure strategies.

Question:
Work/shirk, p. 369

	
	
	Worker

	
	Strategies
	Work
	Shirk

	Management
	Monitor
	-1, 1
	2, -2

	
	Don’t monitor
	3, -3
	-4, 4


· Note that Work -> Don’t Monitor -> Shirk -> Monitor – Work -> …

· No Nash equilibrium in pure strategies exists

· However, a Nash equilibrium in mixed strategies exists

· A mixed strategy assigns a probability to each possible action

1. Let P denote the probability that the worker chooses Work

2. Let Q denote the probability that management chooses Monitor

· An example of a mixed strategy:  I will Shirk with 25% probability and Work with 75% probability. (Perhaps I will glance at my watch just before acting to see if the seconds are between 1 and 15, and Shirk if they are.) 

· Assume that players rank strategies by their expected values

1. E(Monitor) = P(-1) + (1-P)(2) 

2. E(Don’t monitor) = P(3) + (1-P)(-4)

3. E(Work) = Q(1) + (1-Q)( -3)

4. E(Shirk) = Q(-2) + (1-Q)( 4)

· In a mixed-strategy equilibrium, players choose P and Q that make the other player indifferent between its strategies. 

1. Mixed strategies make sense only if the players do not have preferences for a particular pure strategy.

2. The worker must choose P such management is indifferent between Monitor and Don’t Monitor

1. E(Monitor) = E(Don’t monitor) 

2. P(-1) + (1-P)(2) = P(3) + (1-P)(-4)

3. P = 0.6
3. Management must choose Q such that Worker is indifferent between Shirk and Work

1. E(Shirk) = E(Work)

2. Q(1) + (1-Q)( -3) = Q(-2) + (1-Q)( 4)

3. Q = 0.7
4. P =0.6 and Q = 0.7 is a (weak) Nash equilibrium

1. When P = 0.6, Management can do no better than choosing Q = 0.7
2. When Q = 0.6, Worker can do no better than choosing P =0.6


Rule 7:
Keep your rival guessing if a pure-strategy Nash equilibrium does not exist

Dominant strategies frequently result in lower average payoffs to all players than “cooperative” strategies

Question: A pricing game (p. 372)

	
	
	Firm B

	
	Price
	Low
	High

	Firm A
	Low
	0, 0
	50, -40

	
	High
	-40, 50
	10, 10


· What is the Nash equilibrium pair of strategies?

· Are the strategies in the Nash equilibrium dominant?

· Does version 2 below have a different Nash equilibrium?

Question: A pricing game, version 2

	
	
	Firm B

	
	Price
	Low
	High

	Firm A
	Low
	10, 10
	50, 5

	
	High
	5, 50
	40, 40


In a repeated game, the players make a series of decisions in identical stages. The outcome at the end of each stage is public.

· The use “punishments” and “threats” in a repeated game might appear to be a way to force or insure cooperation, thereby raising payoffs to all players.

· A strategy specifies the actions taken by a player for every possible contingency.  

· Think of a strategy for a repeated game as a program telling the computer what to do for each round.  By including a series of IF statements the choice in each round can depend upon the choices made in all previous rounds.  When IF statements are included, they must address every possible contingency!  Otherwise, the strategy is incomplete.

Homework 2
Since neither player can punish the other for defection in the last round, players have no incentive to deviate from the dominant choice in the last round.

· Since the strategies that specify choosing Low on the third round dominate all other strategies, threats to punish an opponent for failing to cooperate on the second round lose their force.
· Since the strategies that specify choosing Low on the third round dominate all other strategies, strategies that specify choosing Low on the second round dominate all other strategies. Therefore, threats to punish an opponent for failing to cooperate on the first round lose their force.

· The Nash equilibrium occurs when both players make the dominant choice on each and every round.

Increasing the number of rounds does not change the solution

Question: A pricing game, version 4

· Suppose that A and B play a game that consists of 100 rounds of version 2 of the pricing game.

· Could A induce B to choose High on the last round by including threats in its strategy?

· Could A induce B to choose High on the 99th round?

· Could A induce B to choose High on any round?

Rule 10:  Anticipate the dominant choice on each and every round of a finitely repeated game.

Rule 11:  Seek external assistance to achieve cooperation in a finitely repeated game.

When the discount rate is low, the situation changes dramatically when the game is repeated an infinite number of rounds.

Question: A pricing game, version 5

· Suppose that A and B play a game that consists of an infinite number of rounds of version 2 of the pricing game.

· Suppose further that A chooses the following strategy

· A will play High on round 1

· If B plays Low on any round, A will play Low on all subsequent rounds.  A will play High otherwise on all rounds. 

· Suppose even further that B is deciding between two strategies

· Choose Low on all rounds

· Choose High on all rounds

· If the discount rate is 10%, what is the present value to B of switching from choosing Low on all rounds to choosing High on all rounds?

Infinite games have an infinite number of Nash equilibria

· Suppose that both A and B adopt the strategy for A described above.  Is the pair of strategies a Nash equilibrium?

· Is the pair of strategies in which both A and B choose Low in all rounds a Nash equilibrium

· Is the pair of strategies in which both A and B choose High in all rounds a Nash equilibrium

· Would a Nash equilibrium occur if both A and B adopt the following strategy.

· Alternate playing High and Low as long as the other player alternates between High and Low.

· If the other player ever deviates from this pattern, play Low on all subsequent rounds.

Similar results hold for games with an uncertain final period when the probability that the game will end after a round is low.

Rule 11.  When Nash equilibria and cooperation are compatible, seek to maximize cooperation.  Means to this end include communication and establishment of punishment mechanisms.

Conceptual and Computational Question 4

Problem and Application 9

Problem and Application 13

Problem and Application 14

Problem and Application 15

