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Abstract

This thesis studies both several extremal problems about coloring of graphs and a labeling problem on
graphs.

We consider colorings of graphs that are either embeddable in the plane or have low maximum degree.
We consider three problems: coloring the vertices of a graphso that no adjacent vertices receive the same
color, coloring the edges of a graph so that no adjacent edgesreceive the same color, and coloring the edges
of a graph so that neither adjacent edges nor edges at distance one receive the same color. We use the model
where colors on vertices must be chosen from assigned lists and consider the minimum size of lists needed
to guarantee the existence of a proper coloring.

More precisely, alist assignment function Lassigns to each vertex a list of colors. Aproper L-coloring
is a proper coloring such that each vertex receives a color from its list. A graph isk-list-colorableif it has
anL-coloring for every list assignmentL that assigns each vertex a list of sizek. Thelist chromatic number
χl (G) of a graphG is the minimumk such thatG is k-list-colorable. We also call the list chromatic number
thechoice numberof the graph. If a graph isk-list-colorable, we call itk-choosable.

The elementsof a graph are its vertices and edges. Aproper total coloringof a graph is a coloring
of the elements so that no adjacent elements and no incident elements receive the same color. Thetotal
list-chromatic numberis the minimum list size that guarantees the existence of a proper total coloring. We
give a linear-time algorithm to find a proper total coloring from lists of size 2∆(G)− 1. When∆(G) = 4,
our algorithm improves the best known upper bound. When∆(G) ∈ {5,6} our algorithm matches the best
known upper bound and runs faster than the best previously known algorithm.

The squareof a graphG is the graph obtained fromG by adding the edgexy whenever the distance
betweenx andy in G is 2. We study the list chromatic numbers of squares of subcubic graphs; a graph is
subcubicif it has maximum degree at most 3. We show that the square of every subcubic graph other than
the Petersen graph is 8-list-colorable. For planar graphs with large girth, we use the discharging method
to improve this upper bound. We show that the square of a planar subcubic graph with girth at least 7 is
7-list-colorable. We show that the square of a planar subcubic graph with girth at least 9 is 6-list-colorable.
In each case we give linear-time algorithms to construct thecolorings from the assigned lists.

The strong edge-chromatic numberof a graph is the minimum number of colors needed to color the
edges so that no two edges on a path of length at most 3 receive the same color. Erdős and Neśetril con-
jectured that when∆(G) = 4, the strong edge-chromatic number is at most 20; they gave aconstruction
requiring 20 colors. The previous upper bound was 23, due to Horak. We improve this upper bound to 22.

We study the list edge-chromatic numbers of planar graphs. Agraph isk-edge-choosable, if its line
graphL(G) is k-choosable. We call the choice number of the line graphL(G) the edge choice numberof
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G. A kite is the union of two 3-cycles that share an edge. We show that ifa planar graph has no kite (as
a subgraph) and has maximum degree at least 9, then its list edge-chromatic number equals its maximum
degree. We also show that if a planar graph has no kite (as a subgraph) and has maximum degree at least 6,
then the list edge-chromatic number is at most one more than the maximum degree; the optimal bound is at
most one less than this.

A graph is(r,s)-choosableif whenever each vertex is given a list ofr colors, we can choose a sublist
of s colors for each vertex so that adjacent vertices receive disjoint sublists. A graph isG (r,s)-edge-
choosableif its line graphL(G) is (r,s)-choosable. Mohar [38] conjectured that all 3-regular graphs are
(7,2)-edge-choosable. If true, this result would be tight. We show that all 3-edge-colorable graphs are
(7,2)-edge-choosable; in addition, we show that many snarks are(7,2)-edge-choosable. In each case, we
give a linear-time algorithm to construct the coloring fromgiven lists.

The sum choice numberof a graph is the minimum total weight of a positive integer valuation of its
vertices such that the graph isL-colorable for any list assignmentL that the size of the list for each vertex
is the integer value given to that vertex. We generalize thisidea to thek-sum choice number, which is the
minimum sum of list sizes such that we can choosek colors for each vertex (from its list) so that the sets
of colors assigned to adjacent vertices are disjoint. We determine the 2-sum choice number of paths and
cycles; additionally we determine all list-size assignment functions that achieve the 2-sum choice number
for paths and cycles.

A labeling of a graph is a bijective function from the set{1,2, . . . , |E|} onto the edges of the graph.
The sum of the labels on edges incident to a vertex v is thevertex-sumat v. A labeling isantimagicif the
vertex-sums are distinct. Ringel [20] conjectured that every connected graph other thanK2 has an antimagic
labeling. We prove that every regular bipartite graph otherthan a matching has an antimagic labeling.
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Chapter 1

Introduction

Graph coloring is a model for partitioning problems. We seekto partition a set of objects into subsets that
avoid violating constraints. We define a graph whose vertices are the objects; two vertices are joined by an
edge if they are not allowed to be in the same set in the partition. We name the sets of the partition by colors;
usually the colors are positive integers. An alternative phrasing is that a coloring of a graph is a function
that assigns labels (colors) to the vertices.

Most often, we want to minimize the number of labels in a coloring that satisfies the constraints, where
constraints forbid vertices from having the same label. Variations of the problem introduce more general
constraints, restrictions on the colorings that may be considered, or other measures of the coloring to opti-
mize.

1.1 Coloring Squares of Graphs

Thesquare G2 of a graphG is formed fromG by adding the edgexywhenever the distance between vertices
x andy in G is 2. The line graphL(G) of a graphG has as its vertices the edges ofG; two vertices ofL(G)

are adjacent if their corresponding edges share an endpoint. In Chapters 3 and 4, we study problems of
coloring the edges of a graph. This is equivalent to coloringthe vertices of its line graph. Discussion of such
problems is usually simpler in the language of coloring edges of the original graph. However, to understand
the relationship of the different problems we consider in this thesis, it is useful to view these problems as
coloring the vertices of the line graph.

We begin Chapter 2 with the problem of coloring the square of aline graph. The value ofχ(L(G)2)

is bounded in terms of the maximum degree∆(G) of G. Let σk = maxG: ∆(G)=kχ(L(G)2). Erdös and

Nesetril gave a construction that requires5k2

4 colors whenk is even and5k2−2k+1
4 colors whenk is odd; they

conjectured that this isσk. It is easy to verify this conjecture fork≤ 2. Andersen [2] proved the conjecture
for k = 3; σ3 = 10. Fork = 4, the conjectured value is 20. Horak [27] gave the previous best upper bound:
σ4 ≤ 23. We prove thatσ4 ≤ 22.

The total graphT(G) of a graphG has as its vertices the “elements” (vertices and edges) ofG; two
vertices ofT(G) are joined by an edge if the corresponding elements are incident or adjacent. The incidence
graph is bipartite, with the vertices ofG forming one part and the edges ofG forming the other part; two
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vertices of the incidence graph are adjacent if the corresponding elements are incident inG. The total graph
is the square of the incidence graph.

A list assignmentis a functionL that assigns to each vertex a list of colors (usually positive integers).
Given a list assignmentL, a graphG is L-colorable ifG has a proper coloring such that each vertex receives
a color from its assigned list. A graph isk-choosable if it isL-colorable for every functionL that assigns
to each vertex a list of sizek. The list chromatic numberor choosabilityof a graphG, denotedχl (G), is
the minimumk such thatG is k-choosable. Analogously, we definelist edge-assignment, L-edge-colorable,
k-edge-choosable, list edge-chromatic number, andedge-choosability.

In Section 2.2, we consider the problem of list-coloring total graphs. In particular, we seek an algorithm
that works well for small maximum degree. For∆(G) = 3, Juvan, Mohar, and Skrekovski [32] proved that
χl (T(G)) ≤ 5. For∆(G) > 3, the previous best upper bound was⌊3

2∆(G)⌋+2, due to Borodin, Kostochka,
and Woodall [5]. We give an algorithm that produces a proper coloring from lists of size 2∆(G)−1. When
∆(G) = 4, this improves the bound of Borodin, Kostochka, and Woodall. When∆(G) ∈ {5,6} our bound
matches theirs; however, our algorithm is simpler and runs in linear time, unlike theirs.

A graph issubcubicif its maximum degree is at most three. The third problem we study in Chapter 2
is list-coloring the square of a subcubic graph. Recently, Thomassen [41] proved that the chromatic number
of the square of a planar subcubic graph is at most 7. In 2001, Kostochka and Woodall [35] conjectured
that χl (G2) = χ(G2) for every graphG. We begin by considering the square of every subcubic graph (not
necessarily planar). The square of the Petersen graph isK10, which requires 10 colors. However, we show
thatχl (G2) ≤ 8 for every subcubic graphG that is not the Petersen graph.

Our technique is to choose colors for almost all of the vertices greedily. The maximum degree in the
square of a subcubic graph can be as large as 9. We give an ordering in which each vertex (except for a
few at the end of the ordering) preceeds at least two of its neighbors inG2. When each vertex having at
most 7 earlier neighbors, the greedy coloring uses at most 8 colors (adding 1 for the vertex itself). The main
difficulty in proving the theorem is showing that we can colorthe last few vertices in the ordering (those that
don’t preceed at least two of their neighbors inG2).

We also consider list-coloring the square of a subcubic planar graph with large girth. However, because
those results use a different method, we defer them to Chapter 3.

1.2 Discharging

In Chapter 3, we prove results for two different coloring problems; all of our results use the “discharging
method”. The discharging method is a technique for proving structural properties of a graph in the presence
of a global complexity bound such as a bound on the average vertex degree. Many such results guarantee
that every graph in such a class contains at least one of a specified set of subgraphs with small vertex degrees.

For example, a well-known lemma of Wernicke states: If the minimum degree in a planar graph is
5, then the graph contains an edgeuv such thatd(u) + d(v) ≤ 11. Borodin strengthened this result to
prove that: If the minimum degree in a planar graph is 5, then the graph contains a triangleuvwsuch that
d(u) + d(v) + d(w) ≤ 17. The presence of these subgraphs with small degree-sum can then be used in
inductive proofs of coloring results. The discharging method has been particularly successful when applied
to planar graphs, where Euler’s Formula yields a natural bound on the average vertex degree.
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In 1964, Vizing [44, 45, 19] proved that every graphG satisfies∆(G) ≤ χ′(G) ≤ ∆(G)+ 1. The most
famous conjecture in list-coloring is the List Coloring Conjecture [4], which asserts that every graphG
satisfiesχ′

l (G) = χ′(G). Häggkvist and Janssen [22] proved thatχ′
l (G) ≤ ∆(G)+c∆(G)2/3 log∆(G), where

c is a constant greater than 0. Kostochka [34] proved that if all cycles inG are long enough relative to∆(G),
thenχ′

l (G) ≤ ∆(G)+1.
There has been even more substantial progress on proving theList Coloring Conjecture for planar

graphs. In 1990, Borodin [6] proved it for planar graphs withmaximum degree at least 14. In 1997,
Borodin, Kostochka, and Woodall [5] proved it for planar graphs with maximum degree at least 12. We con-
sider planar graphs that have smaller maximum degree and avoid certain subgraphs. Akite is two 3-cycles
sharing an edge. We show that the List Coloring Conjecture istrue for planar graphs that have no kites and
have maximum degree at least 9.

We also consider the weaker conjecture thatχ′
l (G) ≤ ∆(G)+1 for every graphG; this is called Vizing’s

Conjecture. We prove Vizing’s Conjecture for planar graphsthat have no kites and have maximum degree
at least 6. This improves results of Zhang and Wu and of Wang and Lih. Zhang and Wu [55] showed that
Vizing’s Conjecture is true for a planar graphG if ∆(G) ≥ 6 andG has no 4-cycle. Wang and Lih [47]
showed that Vizing’s Conjecture holds for a planar graphG if ∆(G) ≥ 6 andG has no two triangles sharing
a vertex. In each case, the set of subgraphs that we forbid (a kite) is a strict subset of the set of subgraphs
forbidden in the previous results. Hence, our results are stronger.

In Chapter 3, we further study the problem of list-coloring the square of a subcubic graph; here we
consider planar subcubic graphs with large girth. We show that if G is subcubic, planar, and has girth at
least 7, thenχl(G2)≤ 7. We also show that ifG is subcubic, planar, and has girth at least 9, thenχl (G2)≤ 6.

1.3 (a,b)-choosability

In the paper in which Erdös, Rubin, and Taylor introduced choosability, they also introduced(a,b)-choosability.
A graph is(a,b)-choosableif whenever each vertex is assigned a list ofa colors, we can choose a subset
of b colors for each vertex from its assigned list so that adjacent vertices receive disjoint subsets. Thus,
k-choosability is exactly(k,1)-choosability.

In Chapter 4, we study(7,2)-edge-choosability of 3-regular graphs. A graphG is (a,b)-edge-choosable
if its line graphL(G) is (a,b)-choosable. For a fixed graphG and positive integerb, it is natural to ask what
the minimuma is such thatG is (a,b)-choosable.

In a Problem of the Month (a section of his website where he frequently posts open problems), Bojan
Mohar [38] asked for the minimumr such that every 3-regular graph is(r,2)-edge-choosable. He conjec-
tured that every 3-regular graph is (7,2)-edge-choosable.It is not difficult to show that every 3-regular graph
is (8,2)-edge-choosable, using a generalization of Brooks’ Theorem. Tuza and Voigt [43] proved that: If
a connected graphG is not complete and not an odd cycle, thenG is (∆(G)m,m)-choosable for allm≥ 1.
Since the line graph of a 3-regular graph has maximum degree 4, this implies that every 3-regular graph is
(8,2)-edge-choosable.

It is also not difficult to construct a 3-regular graph that isnot (6,2)-edge-choosable. FormG by sub-
dividing an edge ofK4. We see by inspection thatG is not (6,2)-edge-colorable and thus is not (6,2)-
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edge-choosable. Hence, any 3-regular graph that containsG is not (6,2)-edge-choosable. As a result, the
conjecture that every 3-regular graph is (7,2)-edge-choosable is sharp if true.

We show that every 3-edge-colorable graph is (7,2)-edge-choosable. We also show that many 3-regular
graphs that are not 3-edge-colorable are still(7,2)-edge-choosable. Our main tool is the following lemma.

Lemma 1.1. Let A = {a1, . . . ,ak} be a matching andB = {b1, . . . ,bk} be an edge set such thatbi is incident
to ai andai+1 but not to any other edge inA (the subscript indices are viewed modulok). Let the list assigned
to edgee beL(e), with all the lists having the same size. It is possible to choose one color for each edge of
A from its list so thatai andai+1 together use at most one color fromL(bi).

By careful repeated application of this lemma, we reduce theproblem to choosing two colors for each
edge on a collection of vertex-disjoint cycles; each edge ofthese cycles has either 3, 4, or 5 remaining
colors available. Coloring a graph from vertex lists of unequal size has been studied by Isaak [29, 30],
Heinold [25] and Berliner, Bostelmann, Brualdi, and Deaett[3]. In comparing various functions for the list
sizes, they seek to minimize the sum of the list sizes for a function whereL-colorings are guaranteed, calling
the minimum value of the sum thesum-choice numberof the graph. We are not aware of any past work on
the more general version of the problem, where we want to choose more than one color for each vertex.

A list size function ffor a graph assigns to each vertex a list size. A graph is( f ,k)-choosableif
whenever each vertexv is assigned a list of sizef (v), we can choosek colors for each vertex from its list so
that adjacent vertices receive disjoint sets of colors. We will apply results on( f ,k)-edge-choosability to the
problem of(7,2)-edge-choosability of 3-regular graphs. In particular, westudy the( f ,2)-edge-choosabilty
of paths and cycles. Because the line graph of a cycle (path) is also a cycle (path), we simply study the
( f ,2)-choosability of cycles and paths.

We show that for every cycleCn there exists a list size functionf with sum 4n such thatCn is ( f ,2)-
choosable. Because of the application to the problem of(7,2)-edge-choosability, we are particularly inter-
ested in list size functionsf with all sizes in{3,4,5}. We determine all such list size functions with sum 4n
such thatCn is ( f ,2)-edge-choosable.

1.4 Antimagic Labelings

Antimagic labelings were introduced by Ringel in 1990. Alabelingof a graphG is a bijection fromE(G)

to {1, . . . , |E(G)|}. For a fixed labeling, thevertex-sumat v is the sum of the labels used on edges incident
to vertexv. A labeling isantimagicif the vertex-sums are distinct. We call a graphantimagicif it has an
antimagic labeling.

In 1990, Ringel [20] conjectured that every connected graphother thanK2 is antimagic. The most
significant progress on this problem is a result of Alon et al.[1], which states the existence of a constantc
such that if the minimum degree in ann-vertex graph is at leastclogn, then the graph is antimagic. In this
paper, we show that every regular bipartite graph (with degree at least 2) is antimagic. Our technique relies
heavily on the Marriage Theorem.

A 1-factor of a graph is a 1-regular spanning subgraph. The Marriage Theorem [52] says that every
regular bipartite graph has a 1-factor. By induction, we canpartition the edges of a regular bipartite graph
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into disjoint 1-factors. Throughout Chapter 5, we refer to the two parts of the bipartite graph asA andB,
with each part of sizen.

When two vertices have the same vertex-sum under a given labeling, we say that the verticesconflict.
We view the process of constructing an antimagic labeling asresolving the “potential conflict” for each pair
of vertices. When we have labeled a subset of the edges, we call the sum at each vertex apartial sum. Our
general approach is to label all but a single 1-factor so thatthe partial sums inA are 0(mod 3), while the
partial sums inB are not congruent to 0(mod 3). We label the final 1-factor with labels that are 0 modulo 3
so that we resolve all potential conflicts withinA and withinB.

1.5 Basic definitions for graphs

A graph Gconsists of a setV(G) of verticesand a setE(G) of edges, such that each edge is an unordered
pair of vertices. We call the pair of vertices that make up an edge theendpointsof that edge; if verticesu
andv are the endpoints of an edgee, we say thatu andv areadjacentand that they are each incident toe.
Edges areincident if they have a common endpoint.

A multigraph is more general than a graph, allowing the edges to form a multiset of vertex pairs and
allowing edges whose endpoints are not distinct. Edges having the same pair of endpoints aremultiple
edges. An edge whose endpoints are not distinct is aloop. A graph in the model defined above has neither
loops nor multiple edges; in the context of a discussion of multigraphs, we may emphasize the absence of
loops and multiple edges by calling a graph asimplegraph.

Thedegreeof a vertexv, denotedd(v), is the number of edges that have the vertex as an endpoint, except
that a loop counts twice toward the degree of its endpoint. Ifevery vertex has degreek, the graph isk-regular
(or simply regular). A 3-regular graph iscubic; a graph with maximum degree 3 issubcubic. We use∆(G)

andδ(G) to denote the maximum and minimum degree of vertices in a graph G, respectively.
A subgraph Hof a graphG is a graphH such thatV(H) ⊆ V(G) and E(H) ⊆ E(G). An induced

subgraphH of G is a maximal subgraph with the vertex setV(H). The subgraphs formed by removing the
the edge setE1 and the vertex setV1 are denoted byG−E1 andG−V1, respectively. IfE1 is a single edge
orV1 is a single vertex, we simply writeG−eor G−v, respectively.

Verticesu andv areconnectedif there exists a list of edges such thatu is an endpoint of the first edge,
v is an endpoint of the last edge, and each successive pair of edges share a common endpoint. Thedistance
betweenu andv is the size of the smallest such list of edges. A graph is connected if every two vertices in
it are connected. Acomponentof a graph is a maximal connected subgraph.

When we draw a graph, we represent each vertex as a point and each edge as a line between its endpoints.
If we can draw a graphG in the plane so that none of its edges intersect (except at their common endpoints),
then we say that graphG is planar; we call such a drawing aplanar embedding. We call a particular planar
embedding of a planar graph aplane graph. Thefacesof a plane graph are the maximal connected regions
of the plane not containing a vertex or a point along an edge ofthe embedding.

We useV(G) andE(G) to denote the vertex set and edge set of a graphG.For a plane graphG, we use
F(G) to denote the set of faces andf to denote|F(G)|. The lengthof a face is the number of edges on
the boundary of the face; if an edge appears twice along the boundary of a face, then the edge counts twice
toward the length of the face. A face of length three is atriangle; if every face of a planar embedding is a

5



triangle, then the embedding is aplanar triangulation. A k-vertex is a vertex of degreek; a k-face is a face
of lengthk.

The square G2 of a graphG is formed fromG by adding the edgexy whenever the distance between
verticesx andy in G is 2. ThePetersen graphhas as its vertices the 2-element subsets of a 5-element set;
two vertices are adjacent if the corresponding 2-element subsets are disjoint. Two non-adjacent vertices
correspond to pairs whose union has three elements, and hence they have a unique common neighbor.
Therefore, the square of the Petersen graph isK10. In fact, the Petersen graph is the only cubic graphG such
thatG2 is a complete graph on 10 vertices.

The line graph H of a graphG has as its vertices the edge set ofG; two vertices are adjacent inH if
their corresponding edges share an endpoint inG. Theelementsof a graph are its edges and vertices. The
total graph T(G) of a graphG has as its vertices the elements ofG; vertices ofT(G) are adjacent if their
corresponding elements are incident inG.

A graph is apath if its vertices can be ordered so that vertices are adjacent exactly when they are
successive. A graph is acycle if its vertices can be placed on a circle so that vertices are adjacent exactly
when they are successive on the circle. Thelengthsof paths and cycles are the sizes of their edge sets. If a
graph contains some cycle, then itsgirth is the minimum length of its cycles.

A graph onn vertices is acomplete graph, denotedKn when it hasn vertices, if the vertices are pairwise
adjacent. A set of pairwise adjacent vertices in a graph is aclique; a set of pairwise nonadjacent vertices is
an independent set.

A coloring of a graphG is an assignment of colors (often denoted by positive integers) to the vertices
of G. A proper coloring is a coloring such that Similarly, anedge-coloringof G is a coloring of its line
graphL(G), and aproper edge-coloringof G is a proper coloring ofL(G); equivalently, we colorE(G) so
that incident edges receive distinct colors. Apartial [edge]-coloringof G is a proper [edge]-coloring of a
subgraph ofG.

A k-coloring is a coloring that usesk colors; if a graph has a properk-coloring, then it isk-colorable. The
chromatic numberof a graphG, denotedχ(G), is the minimumk such thatG is k-colorable. Analagously,
we define edge-chromatic number,k-edge-coloring, andk-edge-colorable; we denote the edge-chromatic
number ofG by χ′(G).

Euler’s Formularelates the numbers of faces, edges, and vertices in a connected plane graph:f −e+n=

2; this formula can easily be proved by induction on the sum ofthe numbers of vertices and edges. Euler’s
Formula is the basis of the discharging arguments that we study in Chapter 3. It also enables us to prove an
upper bound on the average degree of a planar graph in terms ofits girth. The maximum average degree of
a graphG, denotedmad(G) is the maximum taken over all subgraphsH of the average degree ofH. We
often color a graph recursively; if our proof uses a bound on the average degree ofG, then we need the same
bound for all subgraphs ofG.

Lemma 1.2. If G is a planar graph with girth at leastg, thenmad(G) < 2g
g−2.

Proof: Every subgraph ofG is a planar graph with girth at leastg; hence, it suffices to prove this upper
bound for the average degree of the full graphG. Since the sum of the degrees counts each edge twice,
the average degree equals 2e/n. Also, summing the lengths of the faces yields 2e≥ f g, so f ≤ 2e/g.
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Substituting for f in Euler’s Formula yieldse = n− 2+ f ≤ n− 2+ 2e/g, and solving fore yields e≤

(n−2)g/(g−2). Hence the average degree is less than 2g/(g−2). �
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Chapter 2

Coloring Squares of Graphs

The best general bound for coloring a graphG (in terms of its maximum degree∆(G)) comes from Brooks’
Theorem [52], which states thatχ(G) ≤ ∆(G)+ 1 and thatχ(G) ≤ ∆(G) unlessG is a complete graph or
an odd cycle. Erdős, Rubin, and Taylor [13] extended this result to list coloring by showing thatχl (G) ≤

∆(G)+1 and thatχl (G) ≤ ∆(G) unlessG is a complete graph or an odd cycle.
In this chapter, we give algorithms for three graph coloringproblems. Each problem can be viewed as

coloring (or list coloring) the squareG2 of a graphG. In each case, the graphG has a special structure that
enables us to color (or list color)G2 with fewer than∆(G2) colors. We will color almost all of the vertices
greedily, then color the last few vertices more carefully. To ensure that we use fewer than∆(G2) colors, we
will order the vertices so that at the time we greedily color avertexv, at least two neighbors ofv in G2 will
be uncolored.

We begin by reserving a connected nontrivial subgraphH to color more carefully after we color all the
other vertices. For each vertexv /∈V(H), we define the distanced(v,H) to be the length of the shortest path
in G from v to V(H). We greedily color the vertices in decreasing order ofd(v,H).

Suppose that we are coloring an arbitrary vertexv that has distance at least 2 fromH. Let w andx be
the first two vertices afterv on a shortest path fromv to H. Bothw andx will be uncolored, when we color
v, since they have smaller distance toH. Sincew andx are both adjacent tov in G2, at most∆(G2)− 2
neighbors ofv (in G2) are already colored when we colorv. A similar argument holds for vertices having
distance 1 fromH, sinceH is nontrivial. That is, inG2, v has at least two neighbors inV(H). Therefore, we
use at most∆(G2)−1 colors to greedily colorG2−V(H). The main difficulty in proving these theorems
is choosing an appropriate subgraphH and showing that we can extend the coloring toV(H) using at most
∆(G2)−1 colors.

Although each of the problems we consider can be viewed as coloring the squareG2 of a graphG, we
usually phrase the argument as coloring the graphG such that vertices at distance 2 receive different colors;
this language allows us to highlight structural propertiesof the graphG that might otherwise be obscured.
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2.1 Strong Edge-Coloring

A proper edge-coloringis an assignment of a color to each edge of a graph so that no twoedges with a
common endpoint receive the same color. Astrong edge-coloringis a proper edge-coloring with the further
property that no two edges with the same color lie on a path of length three. Thestrong edge-chromatic
numberis the minimum number of colors that allow a strong edge-coloring. In this section we consider the
maximum possible strong edge-chromatic number as a function of the maximum degree of the graph. For
other variations of the problem, we refer the reader to a brief survey by West [53] and a paper by Faudree,
Schelp, Gyárfás, and Tuza [15].

We use∆(G) to denote the maximum degree of a graphG. In the context of a particular graphG, we
often writek to denote∆(G). In 1985, Erdős and Nešetřil gave the following construction. Begin with a
5-cycle and expand each of two nonadjacent vertices into⌊k/2⌋ nonadjacent vertices, each of which inherits
all the neighbors of the original vertex; in the same way, expand each of the other three original vertices into
⌈k/2⌉ nonadjacent vertices. This graph has5

4k2 edges whenk is even and1
4(5k2−2k+1) edges whenk is

odd; since it has no induced 2K2, all edges must receive distinct colors. Erdős and Nešetˇril conjectured that
for eachk, the maximum strong-edge chromatic number of a graph with∆(G) = k is exactly the number of
edges in their construction. (The Erdős-Nešetřil construction fork = 4 is shown in figure (1a). ) Chung et
al. [10] later showed that for eachk this is the unique largest graph with no induced 2K2.

Andersen [2] proved the conjecture for the casek = 3. In this section, we improve the result for the case
k = 4. The best upper bound previously known was 23, proved by Horak [27]; we improve this upper bound
to 22. Our proof is valid without change for multigraphs, butfor simplicity we phrase it in the language
of graphs. We use as colors the set{1,2, . . . ,22} of integers from 1 to 22. A greedy coloring algorithm
sequentially colors the edges, using the least color that isnot already prohibited from use on an edge at the
time the edge is colored. Figure (1b) shows that the color used on each edgee is restricted by colors on at
most 24 other edges. We use the notationR(e) to mean the edges that are colored before edgee that restrict
the color one.

For every edgee in any edge order, we have|R(e)| ≤ 24. Thus, for every edge order, the greedy algorithm
produces a strong edge-coloring that uses at most 25 colors.However, there is always some order of the
edges for which the greedy algorithm uses exactly the minimum number of colors required. Our aim in
this section is to construct an order of the edges such that the greedy algorithm uses at most 22 colors.
Throughout this section, when we use the term coloring, we mean strong edge-coloring. Each component
of G can be colored independently of other components, so we may assume thatG is connected.

Let w be a fixed vertex of a graphG. Let d(v,w) denote the distance from vertexv to w (i.e. the length
of the shortest path with endpointsv andw). The distance from an edgee= uv to w, denotedd(e,w), is
the minimum of the distances fromu to w and fromv to w. We say that an edge order iscompatiblewith
vertexw if e1 precedese2 in the order only whend(e1,w) ≥ d(e2,w). Intuitively, we color all the edges at
distancei +1 (farther fromw) before we color any edge at distancei (nearer tov). Similarly, if we specify
a cycleC in the graph, we can define thed(v,C) to be the length of the shortest path withv as one endpoint
and the other endpoint in the setV(C). We say an edge order is compatible withC if e1 precedese2 in the
order only whend(e1,C)≥ d(e2,C). Finally, letχ′

S(G) be the minimum number of colors that allow a strong
edge-coloring ofG.
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Figure 2.1. (a) The Erdős-Nešetřil construction for ∆(G) = 4. This graph requires 20 colors. (b) The color used on each edge e is

restricted by the colors on at most 24 other edges.

Lemma 2.1. If ∆(G) = 4, thenG contains a vertexv such thatχ′
S(G−v)≤ 21. If ∆(G) = 4, thenG contains

a cycleC such thatχ′
S(G−E(C))≤ 21.

Proof: We first consider coloringG−v, wherev∈G. Greedily color the edges in an order that is compatible
with v. Suppose we are coloring edgee that is not incident tov. Let u be the first vertex not ine along a
shortest path frome to v. None of the four edges incident tou has been colored, since each edge incident to
u has shorter distance fromv. Thus,|R(e)| ≤ 24−4 = 20.

To prove the case of coloringG−E(C), we color the edges in an order compatible withC. The argument
above holds for every edge not incident toC. If e is incident toC and|V(C)| ≥ 4, then at least four edges
whose colors restrict the color one are edges ofC; so again|R(e)| ≤ 24−4 = 20. If e is incident toC and
|V(C)| = 3, then by counting we see that the color one is restricted by the colors on at most 23 other edges.
The three uncolored edges ofC imply that |R(e)| ≤ 23−3 = 20. �

Lemma 2.1 shows that if a graph has maximum degree 4, then we can color nearly all edges using at
most 21 colors. In the rest of this section, we show that we canalways finish the edge-coloring using at most
one additional color. Our main result is that if∆(G) = 4, thenχ′

S(G) ≤ 22. We begin by handling the easy
cases: when the graph is not 4-regular, when the girth is at most 3, and when the girth is at least 6. We defer
the other cases (when the graph is 4-regular and has girth 4 or5) to the later part of this section.

Lemma 2.2. Let G be a multigraph with maximum degree 4. Ifδ(G) < 4 or G has girth less than 4, then
χ′

S(G) ≤ 21.

Proof: For any edgee incident to a vertexv of degree at most 3, there are at most 20 edges that can restrict
the colors available one. Therefore, a greedy coloring in an order compatible withv uses at most 21 colors.

If G contains a 3-cycle, letC be a 3-cycle. By Lemma 2.1, we can greedily color all edges except the
edges ofC using at most 21 colors. Each edgee of C has at most 20 edges that restrict the color used one;
hence we can finish the coloring with at most 21 colors. �
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Lemma 2.3. If G is 4-regular and has girth at least six, thenχ′
S(G) ≤ 22.

Proof: By Lemma 2.1, we can choose an arbitrary vertexv and greedily color all edges not incident tov
using at most 21 colors. Now we recolor edgese1,e2,e3, ande4 (as shown in Figure 2) using color 22. Edges
e1,e2,e3, ande4 can receive the same color since the girth ofG is at least 6. Since each edgee incident tov is
within distance 1 of each edges in{e1,e2,e3,e4}, at most 20 edges relevant toehave colors in{1,2, . . . ,21},
so we can finish the coloring greedily on the remaining four edges. �

•

•

•

•

•

• • •
e1

•
•
•

e2

•••
e3

•
•
•

e4

v

Figure 2.2. Vertex v has degree 4 and the girth of the graph is at least 6.

Lemma 2.3 proves Theorem 2.8 for 4-regular graphs with girthat least 6. In Sections 2.1.1 and 2.1.2,
we consider 4-regular graphs with girths 4 and 5, respectively. We find pairs of edges that can receive the
same color. In this case, even though|R(e)|> 21, because some edges inR(e) do not receive distinct colors,
we ensure that at most 22 colors are used.

2.1.1 4-regular graphs with girth four

Lemma 2.1 shows that we can color nearly all edges of the graphusing 21 colors. Here we consider 4-
regular graphs of girth four. We give an edge order such that the greedy coloring uses at most 22 colors;
in some cases we precolor four edges prior to the greedy coloring. We useA(e) to denote the set of colors
available on edgee.

Lemma 2.4. If G is 4-regular and has girth 4, thenχ′
S(G) ≤ 22.

Proof: Let C be a 4-cycle, with the 4 edges labeledci (1 ≤ i ≤ 4) in cyclic order. Label the pair of
edges not on the cycle and adjacent toci and ci−1 is asai and bi (all subscripts are mod 4). LetS=

{a1,a2,a3,a4,b1,b2,b3,b4}. By Lemma 2.1, we greedily color all edges except the those onor incident to
C. This uses at most 21 colors. If two edges ofS share an endpoint not onC, they form abad pair. The
girth condition implies that that every bad pair must consist of one edge from{a1,b1} and one edge from
{a3,b3} (or similarly one edge from{a2,b2} and one edge from{a4,b4}.

Case 1:If the twelve uncolored edges contain at least two bad pairs,then we greedily color the edges in
S. Eachci has its color restricted by colors on at most 21 other edges, so |A(ci)| ≥ 4 for all i; thus we can
finish by greedily coloring the four edges ofC.
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Figure 2.3. A 4-cycle in a 4-regular graph.

Case 2:Suppose the uncolored edges contain exactly one bad pair. For example, suppose edgesa2 and
a4 share an endpoint. Call edgesa1,b1,a3, andb3 apack.

Subcase 2.1: Suppose we can assign color 22 to two edges of thepack. Now we greedily color all edges
except the edges ofC. This uses at most 21 colors (Lemma 2.1). The color on eachci is restricted by the
colors on at most 22 edges. Since color 22 is used twice among these edges, eachci satisfies|A(ci)| ≥ 4. So
we can greedily finish the coloring.

Subcase 2.2: Suppose no pair of edges in the pack can receive the same color. This implies the existence
of edges between each pair of nonadjacent edges of the pack. Call these four additional edgesdiagonal
edges. Observe (by counting) that the color used on a diagonal edge is restricted by colors on at most 21
edges. So we can color the diagonal edges last in the greedy coloring. Thus we greedily color all edges
except the four edges ofC and the four diagonal edges (this uses at most 21 colors). Nowwe color the four
edges ofC (the four uncolored diagonal edges ensure there are enough colors available to color the edges of
C). Lastly, we color the four diagonal edges.

Case 3:Finally, suppose that the uncolored edges contain no bad pairs. In this case we will greedily
color almost all edges of the graph (Lemma 2.1), but must do additional work beforehand to ensure that
after greedily coloring most of the edges eachci will satisfy |A(ci)| ≥ 4. As above, call edgesa1,b1,a3, and
b3 a pack. Similarly, call edgesa2,b2,a4, andb4 a pack.

Case 3.1: Suppose we can assign color 21 to two edges of one pack and assign color 22 to two edges of
the other pack. We greedily color all edges but the four edgesof C. Lemma 2.1 showed that a similar greedy
coloring used at most 21 colors; however in Lemma 2.1 none of the edges were precolored. We adapt that
argument to show that even in the presence of these four precolored edges a greedy coloring uses at most 22
colors. Lemma 2.1 argued there were at least four uncolored edges among those edges that restrict the color
of the edge being colored, so|R(e)| ≤ 20. The same argument applies in this case except that possibly one
of the edges that was uncolored in Lemma 2.1 is now colored. Hence|R(e)| ≤ 21 (this follows from the fact
that the four uncolored edges in Lemma 2.1 were incident to the same vertex and in the present situation
at most one precolored edge is incident to each vertex). Hence, the greedy coloring uses at most 22 colors.
The color used on eachci is restricted by the colors on at most 23 edges. Since colors 21 and 22 are each
repeated among these edges, we see that eachci satisfies|A(ci)| ≥ 4. So we can greedily finish the coloring.

Case 3.2: Suppose we cannot assign color 21 to two edges of onepack and assign color 22 to two edges
of the other pack. If no two edges in a pack can receive the samecolor, this implies the existence of edges
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between each pair of nonadjacent edges of the pack. The colorused on each of these four diagonal edges is
restricted by the colors on at most 21 edges. As we did above, we greedily color all edges except the four
edges ofC and the four diagonal edges. Now we color the four edges ofC, and lastly, we color the four
diagonal edges. �

2.1.2 4-regular graphs with girth five

Here we consider 4-regular graphs with girth five. As in the case of girth four, we color nearly all the
edges by Lemma 2.1. Intuitively, if there are enough different colors available to be used on the remaining
uncolored edges, we should be able to complete this coloringby giving each uncolored edge its own color.
However, if there are fewer different colors available thanthe number of uncolored edges, this approach is
doomed to fail. Hall’s Theorem [52] formalizes this intuition. In the language of Hall’s Theorem, we have
muncolored edges, and the setAi denotes the colors available to use on edgei.

Theorem 2.5 (Hall’s Theorem). A family of setsA1,A2, . . . ,Am has a system of distinct representatives if
and only if the union of anyj of these sets contains at leastj elements for allj from 1 to m.

We define apartial coloring to be a strong edge-coloring except that some edges may be uncolored.
Suppose that we have a partial coloring, with only the edge set T left uncolored. LetA(e) be the set of
colors available to color edgee. Then Hall’s Theorem guarantees that if we are unable to complete the
coloring by giving each edge its own color, there exists a setS⊆ T with |S| > | ∪e∈SA(e)|. Define the
discrepancy, disc(S) = |S|− |∪e∈SA(e)|.

Our idea is to color the set of edges with maximum discrepancy, then argue that this coloring can be
extended to the remaining uncolored edges.

Lemma 2.6. Let T be the set of uncolored edges in a partially colored graph. Let Sbe a subset ofT with
maximum discrepancy. Then a valid coloring forScan be extended to a valid coloring for all ofT.

Proof: Assume the claim is false. Since the coloring ofScannot be extended toT \S, some set of edges
S′ ⊆ (T \S) has positive discrepancy (after coloringS). We show that disc(S∪S′) > disc(S). Let R be the
set of colors available to use on at least one edge of(S∪S′). Let R1 be the set of colors available to use on
at least one edge ofS. Let R2 be the set of colors available to use on at least one edge ofS′ after the edges
of Shave been colored. Letk = disc(S). Then|S| = k+ |R1| and|S′| ≥ 1+ |R2|. SinceSandS′ are disjoint,
we get

|S∪S′| = |S|+ |S′| ≥ k+1+ |R1|+ |R2| > k+ |R|.

The latter inequality holds since a color which is inR\R1 must be inR2 and therefore we have|R| =
|R1∪R2| ≤ |R1|+ |R2|. Hence

disc(S∪S′) = |S∪S′|− |R|> k = disc(S).

This contradicts the maximality of disc(S). Hence, any valid coloring ofScan be extended to a valid coloring
of T. �
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Lemma 2.7. If G is 4-regular and has girth 5, thenχ′
S(G) ≤ 22.

Proof: Let C be a 5-cycle, with the 5 edges labeledci (1 ≤ i ≤ 5) in cyclic order and the pair of edges
not on the cycle and adjacent toci and ci−1 is labeledai and bi (all subscripts are mod 5). LetB =

{a1,a2,a3,a4,b1,b2,b3,b4}. Edgea1 is at least distance 2 from at least one of edgesa3 and b3; for if
a1 has edgee1 to a3 and edgee2 to b3 then we have the 4-cyclee1,e2,b3,a3. Thus (by possibly renaminga3

andb3) we can assume there is no edge between edgesa1 andb3.
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b5 c5

Figure 2.4. A 5-cycle in a 4-regular graph.

By repeating the same argument, we can assume there is no edgebetween the two edges of each of the
following pairs:(a1,b3), (a3,b5), (a5,b2), and(a2,b4). Assign color 21 to edgesb1 andc3 and assign color
22 to edgesa5 andb2. Greedily color all edges except the edges ofC and the edges inB. This uses at most
22 colors.

There are 11 uncolored edges; if we cannot assign a distinct color to each uncolored edge, then Hall’s
Theorem guarantees there exists a subset of the uncolored edges with positive discrepancy. LetSbe a subset
of the uncolored edges with maximum discrepancy. By counting the uncolored edges near each uncolored
edge, we observe that ife is an edge ofC, then|A(e)| ≥ 8 and ife is an edge inB then|A(e)| ≥ 5. We can
assume thatScontains some edge ofC, since otherwise we can greedily colorS (Lemma 2.1), then extend
the coloring to the remaining uncolored edges (Lemma 2.6). Sincedisc(S) > 0 and|A(e)| ≥ 8 for each edge
of C, we have|S| is 9, 10, or 11.

Case 1:Suppose|S| is 9 or 10. Then sinceS is missing at most two uncolored edges,Scontains at least
one of the pair(a1,b3), the pair(a2,b4), and the pair(a3,b5). Since each edge in the pair satisfies|A(e)| ≥ 5
and | ∪e∈SA(e)| ≤ 9, some color is available for use on both edges of the pair. Assign the same color to
both edges. Note that each uncolored edgee∈ B satisfies|R(e)| ≤ 24−3 = 21; so we can greedily color the
remaining uncolored edges inB. Now if Scontains the pair(a1,b3) or the pair(a3,b5) then color the edges
of the 5-cycle in the orderc2,c4,c5,c1; if Scontains the pair(a2,b4) then color the edges of the 5-cycle in
the orderc2,c4,c1,c5.

Case 2: Suppose|S| is 11 and that no color is available on both edges of any of the pairs (a1,b3),
(a2,b4), and (a3,b5) (otherwise the above argument holds). Note that if|A(c1)| ≥ 8, |A(a4)| ≥ 5, and
|A(c1)∪A(a4)| ≤ | ∪e∈SA(e)| ≤ 10, then|A(c1)∩A(a4)| 6= 0. Assign the same color toc1 anda4; call it
color x. Before colorx was assigned toc1 anda4, it had been available on exactly one edge of each of the
three pairs. Greedily color those three edges (none of the colors used on these three edges is colorx). Now
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the three remaining uncolored edgese∈ B each satisfy|A(e)| ≥ 3, so we can greedily color them. Greedily
color the three remaining edges in the orderc2,c4,c5. �

Theorem 2.8. Any graph with maximum degree 4 has a strong edge-coloring with at most 22 colors.

Proof: The theorem follows immediately from Lemmas 2.2, 2.3, 2.4, and 2.7. �

We note that it is straightforward to convert this proof to analgorithm that runs in linear time. We
assume a data structure that stores all the relevant information about each vertex. Using breadth-first search,
we can calculate the distance classes, as well as implement each lemma in linear time.

A natural question is whether it is possible to extend the ideas of this section to largerk. The best
bound we could hope for from the techniques of this section is2k2−3k+2. It is straightforward to prove an
analog of Lemma 2.1 that gives a strong edge-coloring ofG that uses 2k2−3k+1 colors except that it leaves
uncolored those edges incident to a single vertex (however,the author was unable to prove an analog to the
“uncolored cycle” portion of Lemma 2.1). IfG a vertex of degree less thank, then by the analog of Lemma
2.1,G has a strong edge-coloring that uses at most 2k2−3k+1 colors. Using the ideas of Lemma 2.3, we
see that ifG is k-regular and has girth at least 6, thenG has a strong edge-coloring that uses 2k2−3k+ 2
colors. Thus, to complete a proof for graphs with largerk, one must consider the case of regular graphs with
girth 3, 4, or 5.

2.2 List-colorings of Total Graphs

In this section, we study the list chromatic number of “totalgraphs”. When discussing these graphs, it is
convenient to refer to the edges and vertices of a graph as itselements. Thetotal graph T(G) of a graphG
then has as its vertices the elements ofG, and two vertices ofT(G) form an edge inT(G) if the corresponding
elements ofG are adjacent or incident inG.

An alternative construction of the total graph starts with thesubdivision graph S(G), which is formed
by replacing each edge ofG with a path of length 2 having the same endpoints as the original edge. Equiv-
alently, the subdivision graph is the incidence graph of theincidence relation between vertices and edges in
G. That is, it is a bipartite graph with partite setsV(G) andE(G), with v∈V(G) adjacent toe∈ E(G) in
S(G) if v is an endpoint ofe in G. Note thatV(T(G)) = V(S(G)). In fact, the total graph is the square of the
subdivision graph.

In most coloring problems, arguments for connected graphs or multigraphs apply to each component of
a disconnected graph or multigraph, so when studying upper bounds on chromatic parameters for a family,
it suffices to restrict our attention to connected members ofthe family.

Recall that the list chromatic number of a graph is itschoosability, and thatχl (H)≤ k is the meaning of
k-choosable. If a total graphT(G) is k-choosable, then we say thatG is totally-k-choosable.

In most cases, our algorithm will greedily color all but a fewedges and vertices ofG; we generally call
this uncolored subgraphH. This and the requirement of coloring the “elements” of a graph motivate the
following definition.

For a graphG and a subgraphH, we abuse notation by writingG\H to denote the set of elements ofG
that are not elements ofH; that is, the set(V(G)−V(H))∪ (E(G)−E(H).
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For example, an edgeuv may be present inG\H even if one or both of the verticesu andv are not
present. When we produce a “total” coloring forG\H, what we are actually doing is presenting a proper
coloring for an induced subgraph ofT(G), the subgraph obtained by deleting the vertices ofT(G) that are
elements ofH. Thus it would be a bit easier to be completely precise with terminology by discussing the
problem in the language ofχl (T(G)) or χl (S(G)2), but we prefer to stick with the language of vertices and
edges inG, because this is the source of the problem and because vertices and edges ofG behave differently
when we talk about bounds in terms of∆(G).

Juvan, Mohar, anďSkrekovski [32] showed that every graph with maximum degree3 is totally-5-
choosable. Skulrattanakulchai and Gabow [40] used their ideas to show that in this case a proper total
coloring can be chosen from lists of size 5 in time that is linear in the number of vertices ofG. We ex-
tend these ideas further, providing an algorithm when∆(G) ≥ 3 that constructively chooses a proper total
coloring from lists of size 2∆(G)−1 in linear time.

The best previous upper bound on the total choosability for∆(G) > 3 was⌊3
2∆(G)+2⌋, by Borodin et

al. [6]. When∆(G) = 4, our result improves the upper bound. When∆(G)∈ {3,5,6}, our algorithm matches
the best known bound. However, our algorithm is significantly simpler and runs in linear time, unlike the
algorithm of Borodin et al.

In Lemma 2.9, we greedily choose a total coloring for almost all elements ofG, from lists of size
2∆(G)−1. The remainder of the section is devoted to extending the coloring to the remaining elements of
G.

Lemma 2.9. If C is a cycle inG, thenG\E(C) is totally-(2∆(G)−1)-choosable. IfG contains a vertexv
with d(v) < ∆(G), orG contains an edge with multiplicity at least 3, thenG is totally-(2∆(G)−1)-choosable.

Proof: Let k = ∆(G). Colors must be chosen so that elements adjacent inS(G)2 have distinct colors. Given
a target setR⊆ V(S(G)), for x ∈V(S(G)) we define f (x) to be the distance fromx to R in S(G), and we
choose colors for all elements ofG\R in decreasing order off .

The idea is to reachx having previously colored fewer neighbors ofx in S(G)2 than the number of colors
that are in the list available tox. Every element ofV(S(G)) has at most 2k neighbors inS(G)2 (a vertex ofG
can havek neighbors andk incident edges; an edge ofG has two incident vertices and up to 2k−2 incident
edges).

For this reason, 2k+1 is a trivial upper bound onχl (T(G)). To improve the bound to 2k−1, it suffices
to reserve two neighbors to be colored later. When we colorx, the other vertices along a shortest path from
x to Rare not yet colored.

If f (x) ≥ 2, then a shortest path toR has at least two elements afterx, and hence a list of size 2k− 1
suffices atx. When f (x) = 1, it suffices forx to have at least two neighbors inR.

Now considerR= C. We havef (x) = 1 precisely whenx is a vertex ofC, andx has two neighbors in
E(C), as desired.

For the second statement, letR = {v}, wherev is a vertex ofG with degree less thank or is a vertex
incident to an edge with multiplicity at least 3. We must consider each edgex incident tov (that is, those
with f (x) = 1) and alsov itself ( f (v) = 0).
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If dG(v) < k, then the neighborhood inS(G)2 of an incident edge has size at most 2k−1, with v uncol-
ored, so the list of size 2k−1 suffices. Furthermore, the neighborhood ofv has size at most 2k−2, so we
can choose a color forv at the end.

Whenv is incident to a multiple edge with at least three copies, we leave these three edges as the last to
color beforev. We continue to have two uncolored neighbors until the last copy of the multiple edge. Since
the other copies are incident to it at both ends, it has at most2k−2 neighbors. Similarly, the vertexv has at
mostk−2 neighbors inG and hence at most 2k−2 in S(G)2. �

As mentioned earlier, we try to select colors greedily moving toward a remaining set elements where
special arguments will complete the coloring chosen from the lists. LetH denote the remaining set of
uncolored edges and vertices. We abuse terminology by refering to it sometimes as a subgraph ofG and
sometimes as a set of elements. In Lemmas 2.10 and 2.11, Juvanet al. [32] provided several choices forH
and showed how to extend the coloring toH in each case.

For convenience, Juvan et al. definehalfedgesto be edges with only one endpoint. We use this term to
describe an edge ofH that has only one endpoint inH. Like an edge, a halfedge needs a color; the difference
is that a halfedge inH has only one endpoint inH, so it has at most∆(G)−1 incident edges inH.

Lemma 2.10. ([32]) Let H be a cycle with a halfedge attached to each vertex. IfL is a list assignment for
H such that

|L(t)| ≥






5, if t is an edge,
4, if t is a vertex,
2, if t is a halfedge,

thenH admits anL-total-coloring.

We will show in Lemma 2.13 that a regular graphG with girth at least 5 contains an induced cycle
whose vertices have a system of distinct neibhbors off the cycle. In this case, we will greedily color all the
elements ofG except for the cycle and the edges that match its vertices to these neighbors. With the edges
of the matching treated as halfedges, we will apply Lemma 2.10 to finish the coloring (the details appear in
Theorem 2.3.1).

The next two lemmas consider cases whereG has shorter cycles. In each case we find a small subgraph
H and greedily total-colorG\H; Lemmas 2.11 and 2.12 extend the colorings toH.

In Lemma 2.11 we refer tothick halfedges andthin halfedges. Both are halfedges as described above;
the only difference is that thick halfedges will receive lists of size 3, whereas thin halfedges will receive lists
of size 2. Thick halfedges always appear in pairs; they designate halfedges that are nonincident inH but
correspond to incident edges inG.

Lemma 2.11. ([32]) Let H be isomorphic to one of the multigraphs in Figure 2.5. IfL is a list assignment
for H such that

|L(t)| ≥






5, if t is an edge,
4, if t is a vertex,
3, if t is a thick halfedge
2, if t is a thin halfedge,
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Figure 2.5. (a) A double edge with each endpoint incident to a thick halfedge. (b) A 3-cycle with two vertices incident to thick

halfedges and a the third vertex incident to a thin halfedge. (c) A 4-cycle with two nonadjacent vertices incident to thick halfedges

and the other two vertices incident to thin halfedges.

thenH admits anL-total-coloring such that the two thick halfedges receive distinct colors.

In addition to these choices forH that Juvan et al. used in their proof that graphs with maximumdegree 3
are totally-5-choosable, we need several additional choices to prove our generalization of their result. These
appear in the following lemma. It should be noted that the result for the double-edge here would seem to
imply the result for the double-edge in Lemma 2.11, where thelists on the halfedges are larger, but there the
colors on the halfedges are required to be distinct.

Figure 2.6. (a) A double edge with each endpoint incident to a thin halfedge. (b) A complete graph on 4 vertices. (c) A complete

bipartite graph with each vertex set of size 3.

Lemma 2.12. Let H beK4, K3,3, or a double-edge with two incident halfedges (see Figure 2.6). If L is a list
assignment forH such that

|L(t)| ≥






5, if t is an edge,
4, if t is a vertex,
2, if t is a halfedge,

(2.1)

thenH admits anL-total-coloring.

Proof: We may assume that the given inequalities on the list sizes hold with equality; otherwise we discard
colors.

Suppose first thatH has two vertices (v1,v2), two edges (e1,e2) having them as endpoints, and half-edges
e3 at v1 ande4 at v2. Since|L(v1)|+ |L(e4)| > |L(e1)|, colors can be chosen forv1 ande4 from their lists
so that at most one color is used fromL(e1). Hence we can colorv1 ande4 leaving lists of sizes 1,2,3,4 at
e3,v2,e2,e1, respectively, and then extend the coloring in order to these elements.

For H ∼= K4, first greedily color the vertices in some order. Each edgee now has at least three colors in
its remaining listL′(e), since each edge lost at most one color to each endpoint. If wecannot select distinct
colors from these lists, then by Hall’s Theorem [52] on systems of distinct representatives there is a setS
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of edges inH such that|
S

e∈SL′(e)| < |S|. Since|L′(e)| ≥ 3 for all e, we have|S| ≥ 4. Among any four
edges ofK4 there are two nonincident edges; call theme1 ande2 in S. Since|L′(e1)∪L′(e2)| < |S| ≤ 6,
edgese1 ande2 have a common available color,c. Use colorc on e1 ande2. This leaves at least two colors
available on each remaining uncolored edge, and these edgesform a 4-cycle. Every cycle of even length is
2-edge-choosable (Erdös, Rubin, and Taylor [13]). Therefore, the coloring extends to all ofH.

For H ∼= K3,3, first greedily color the vertices in some order. Each edgee now has at least three colors
in its remaining listL′(e). Every bipartite multigraphH is ∆(H)-edge-choosable (Galvin [18]). Therefore,
again the coloring extends to all ofH. �

Our final lemma is structural. We will use it to obtain in any multigraph G a subgraphH such that we
can extend a proper total coloring ofG\H chosen from lists of size 2∆(G)−1 to a proper total coloring of
G chosen from lists of that size.

We abuse terminology somewhat, accepting a double-edge as an “induced cycle” of length 2. If all
adjacent pairs occur as edges with multiplicity 3, then in fact there is no induced cycle.

Lemma 2.13. If G is ak-regular multigraph, then we can find in linear time an induced cycle that has length
at most 4 or has no two vertices with a common neighbor off the cycle.

Proof: If G has a multiple edge, then we can find one in linear time (sincek is fixed). We accept two copies
of an edge as an induced cycle of length 2. Hence we may assume thatG is simple.

Choose any vertexv. Using breadth-first-search, find a shortest cycleD throughv. By the choice of the
cycle, vertices onD with a common neighbor outsideD must be adjacent or have another common neighbor
on D. With the common neighbor(s), they thus form a cycle inG of length at most 4. If there is no pair of
vertices with such common neighbors, thenD is the desired cycle. �

By combining Lemmas 2.9 through 2.13, we prove our main result.

Theorem 2.14. If G is a multigraph with maximum degree∆(G), where∆(G) ≥ 3, then G is totally-
(2∆(G)−1)-choosable. Furthermore, given lists of size2∆(G)−1, we can choose a proper total coloring
from the lists in linear time.

Proof: If G is not∆(G)-regular or contains an edge with multiplicity at least 3, then Lemma 2.9 completes
the proof. Hence we may assume thatG is regular and has edge multiplicity at most 2.

Case 1: G has an edge uv with multiplicity 2.)Since∆(G) ≥ 3, there are additional edgese1 ande2

incident tou andv, respectively. We viewe1 ande2 as halfedges (thick if they have a common endpoint,
thin otherwise). The resulting subgraphH is the first case in Figure 2.5 or Figure 2.6. LetC be the 2-cycle
in H.

By Lemma 2.9, we can greedily colorG\E(C); hence we can also stop the process before coloringe1

ande2 and any ofV(C). In order to apply Lemma 2.11 or Lemma 2.12 to complete the coloring, we must
check that each uncolored vertex, edge, and halfedge inH has enough available colors remaining in its list.

Let k = ∆(G). A uncolored vertex (u or v) is incident to at mostk−3 colored edges and at mostk−2
colored vertices. With an initial list of size 2k− 1, it thus has at least 4 remaining available colors. An
uncolored edge (one of theuv edges) is incident to no colored vertices and to at mostk−3 colored edges
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at each endpoint. Hence it has at least 5 remaining availablecolors. A thin halfedge (e1 or e2) is incident
to one colored vertex; also it is incident to at mostk−1 colored edges at that end and at mostk−3 colored
edges at the other end. Thus a thin halfedge has at least 2 remaining available colors. A thick halfedge has
one additional available color, since it is incident to the other thick halfedge, which is uncolored.

Case 2: G has no multiple edges.Find an induced cycleC as described in Lemma 2.13. Since Lemma 2.9
allows us to choose colors for a proper total coloring ofG\E(C), as in Case 1 we can stop the process before
coloring any ofV(C) and also leave one uncolored edge offC incident to each vertex ofC.

We need lower bounds on the numbers of remaining available colors in the lists for the uncolored ele-
ments. We have seen that whenG is regular and simple, each element has exactly 2k neighbors inT(G). To
haver colors remaining available from a list of size 2k−1, it suffices to haver +1 uncolored neighbors in
T(G). An edge ofC neighbors two edges ofC, two vertices ofC, and two half-edges. A vertex ofC has
uncolored neighbors of similar counts, but only one half-edge. A half-edge neighbors one vertex and two
edges ofC. Hence the lists retain at least 5, 4, or 2 elements, respectively. Furthermore, when two of the
half-edges are incident (hence thick), they have an additional uncolored neighbor inT(G) (each other) and
hence retain at least 3 available colors.

If the halfedges are non-incident, orC has length at least 5, or there is at most one pair of incident
halfedges (nonconsecutive whenC has length 4), then we have guaranteed that the lists of remaining avail-
able colors are large enough for Lemma 2.10 or Lemma 2.11 to guarantee completion of the coloring.

If |V(C)| = 3, then the remaining case is that the three uncolored halfedges have a common endpoint
u. After the initial phase, we erase the color onu. Now the uncolored graphH is K4. Each vertex or edge
neighbors 6 uncolored elements inT(G), so the remaining lists have size 5, and Lemma 2.12 completesthe
coloring.

If |V(C)| = 4, then the remaining cases are that two consecutive uncolored halfedges have a common
endpoint or that both pairs of opposite uncolored halfedgeshave a common endpoint. In the first case, we
have found a 3-cycle, and we use that cycle asC instead, applying one of the cases above.

In the second case, letu andv be the two common neighbors for the pairs of halfedges (they are distinct,
since otherwise consecutive halfedges have a common endpoint). If u andv are adjacent, thenV(C)∪{u,v}
inducesK3,3. After the initial phase, we erase the colors onu andv. With H = K3,3, each uncolored vertex or
edge neighbors 6 uncolored elements inT(G), so the remaining lists have size 5, and Lemma 2.12 completes
the coloring.

If u andv are not adjacent, then replaceC with the cycleC′ induced by(V(C)∪u)−{w}, wherew is a
vertex ofC not adjacent tou. Sinceuv /∈ E(G), we can choose one edge incident to each vertex ofC′ so that
at most one pair of opposite incident edges has a common endpoint. This puts us in an earlier case, all of
which have been resolved.

�

2.3 List-coloring the Square of a Subcubic Graph

We study the problem of coloring the square of a graph. In thissection, we only consider graphs with no
loops and no multiple edges. Since each component of a graph can be colored independently, we also only
consider connected graphs. Thesquareof a graphG, denotedG2, has the same vertex set asG and has an
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edge between two vertices if the distance between them inG is at most 2. We useχ(G) to denote chromatic
numberG. We use∆(G) to denote the largest degree inG. We say that a graphG is subcubic if∆(G) ≤ 3.

Wegner [50] initiated the study of the chromatic number for squares of planar graphs. This topic has
been actively studied lately due to his conjecture.

Conjecture. (Wegner [50]) LetG be a planar graph. The chromatic numberχ(G2) of G2 is at most 7 if
∆(G) = 3, at most∆(G)+5 if 4≤ ∆(G) ≤ 7, and at most⌊3∆(G)

2 ⌋+1 otherwise.

Thomassen [41] proved Wegner’s conjecture for∆(G) = 3, but it is still open for all values of∆(G)≥ 4.
The best known upper bounds are due to Molloy and Salavatipour [39]. Better results can be obtained for
special classes of planar graphs. Borodinet al. [6] and Dvor̆áket al. [36] proved thatχ(G2) = ∆(G)+1 if
G is a planar graphG with sufficiently large maximum degree and girth at least 7. Anatural strengthening
of this problem is to study the list chromatic number of the square of a planar graph.

Kostochka and Woodall [34] conjectured thatχl (G2) = χ(G2) for every graphG. Motivated by this
conjecture, we consider the problem of computingχl (G2) whenG is subcubic. IfG is subcubic, then clearly
∆(G2) ≤ (∆(G))2 ≤ 9. It is an easy exercise to show that the Petersen graph is theonly subcubic graphG
whose square is a complete graph. Therefore, by the list-coloring version of Brook’s Theorem in [13], we
conclude that ifG is subcubic andG is not the Petersen graph, thenχl (G2) ≤ ∆(G2) ≤ 9. In fact, we show
that this upper bound can be strengthened. We say that a subcubic graph isnon-Petersenif it is not the
Petersen graph.

Theorem 2.15. If G is a non-Petersen subcubic graph, thenχl (G2) ≤ 8.

v1

v2

v3

v4

v5

v6

v7

v8

v1

v2

v3v4

v5

v6

v7

v8

(a) (b)

Figure 2.7. Two graphs, each on 8 vertices; each has K8 as its square. (a) An 8-cycle v1,v2, . . . ,v8 with “diagonals” (i.e. the

additional edges are vivi+4 for each i ∈ {1,2,3,4}). This graph has girth 4. (b) This graph has girth 3.

Theorem 2.15 is best possible, as illustrated by the graphs in Figure 3.2.2. The graph on the left has girth
4; the graph on the right has girth 3. The square of each graph is K8. Thus, each graph has list-chromatic
number 8. In fact, there are infinitely many non-Petersen subcubic graphsG such thatχl (G2) = 8. LetH be
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the Petersen graph with an edge removed. Note thatH2 ⊃ K8. Hence, any graphG which containsH as a
subgraph satisfiesχl (G2) ≥ 8.

Throughout this discussion, we use the idea ofsaving a colorat a vertexv. By this we mean that we
assign colors to two neighbors ofv in G2 but we only reduce the list of colors available at vertexv by one. A
typical example of this occurs whenv is adjacent to verticesv1 andv2 in G2, v1 is not adjacent tov2 in G2,
and|L(v1)|+ |L(v2)| > |L(v)|. This inequality implies that eitherL(v1) andL(v2) have a common color or
that some color appears inL(v1)∪L(v2) but not inL(v). In the first case, we save by using the same color on
verticesv1 andv2. In the second case, we use a color in(L(v1)∪L(v2))\L(v) on the vertex where it appears
and we color the other vertex arbitrarily.

We say that a graphG is k-minimal if G2 is not k-choosable, but the square of every proper subgraph
of G is k-choosable. Aconfigurationin a graphG is an induced subgraph. We say that a configuration is
k-reducible if it cannot appear in ak-minimal graph (we will be interested in the casek = 8).

2.3.1 Main results

We begin this section by proving several structural lemmas about 8-minimal subcubic graphs. We conclude
by showing that ifG is a non-Petersen subcubic graph, thenχl (G2) ≤ 8.

Lemma 2.16. If G is a subcubic graph, then for any edgeuv we haveχl (G2\{u,v}) ≤ 8.

Proof: For every vertexw other thanu andv, we define thedistance classof w to be the distance inG
from w to edgeuv. We greedily color the vertices ofG2 \{u,v} in order of decreasing distance class. We
claim that lists of size 8 suffice. Note that|N(w)| ≤ 9 for every vertexw, which ensures that lists of size 10
suffices. If at least two vertices inN(w) are uncolored when we colorw, then having 8 colors in the list atw
suffices.

Suppose thatw has distance at least 2 from{u,v}. Let x andy be the first two vertices afterw on a
shortest path inG from w to {u,v}. Since verticesx andy are in lower distance classes thanw, they are both
uncolored when we colorw, as desired. Ifw∈ NG(u)∪NG(v), thenu andv are uncolored when we colorw.
Again a list of size 8 suffices. �

Lemma 2.16 shows that ifG is a subcubic graph, then lists of size 8 are sufficient to color all but any
two specified adjacent vertices ofG2. Hence, ifH is any subgraph that contains an edge, then we can color
G2\V(H) from lists of size 8. The next lemma relies on the same idea as Lemma 2.16 but applies in a more
general context.

Given a graphG, a partial coloring ofG2, and an uncolored vertexv, we letexcess(v) = 1+ l(v)−m(v),
wherel(v) is the number of colors available in the list atv after the partial coloring andm(v) is the number
of uncolored neighbors ofv in G2. Since∆(G2) ≤ 9 and we assign lists of size 8, always excess(v) ≥ 0.
Intuitively, excess(v) measures how many colors we have “saved” onv; colors are saved either from using
the same color on two neighbors ofv or simply becausev has fewer than 9 neighbors inG2. For example,
if two neighbors ofv in G2 receive the same color in the partial coloring, then excess(v) ≥ 1. Similarly, if
v lies on a 4-cycle or a 3-cycle, then excess(v) ≥ 1 or excess(v) ≥ 2, respectively. Vertices with positive
excess play a special role in finishing a partial coloring.
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Lemma 2.17. Let G be a subcubic graph, and letL be a list assignment forG with lists of size 8. Suppose
that G2 has a partial coloring fromL. Suppose also that verticesu andv are uncolored, are adjacent in
G2, and that excess(u) ≥ 1 and excess(v) ≥ 2. If we can order the uncolored vertices so that each vertex
exceptu andv is followed somewhere by two adjacent vertices inG2, then the partial coloring extends to an
L-coloring ofG2.

Proof: We will color the vertices greedily according to the order. Recall that for each vertexw, we have
|N(w)| ≤ 9. Since at least two vertices inN(w) will be uncolored when we colorw (for w /∈ {u,v}), we
will have a color available to use onw. Sinceu andv are the only vertices not succeeded by two adjacent
vertices inG2, they must be the last two vertices in the order. Because excess(u) ≥ 1 and excess(v) ≥ 2, we
can finish the coloring by greedily coloringu and thenv. �

A simple but useful instance where Lemma 2.17 applies is whenthe uncolored vertices induce a con-
nected subgraph and verticesu andv are adjacent and we can show that excess(u)≥ 1 and excess(v)≥ 2. In
this case, for the needed ordering it suffices to order the vertices by decreasing distance (within the subgraph)
from {u,v}. Whenever we say that we can “greedily finish a coloring”, we will be using Lemma 2.17. Often,
we will specify an order for the uncolored vertices; when we do not give an order it is because they induce
a connected subgraph. The next two lemmas exhibit small configurations where we can apply Lemma 2.17.

Lemma 2.18. If G is an 8-minimal subcubic graph, thenG is 3-regular.

Proof: If u is a vertex withd(u) ≤ 2, andv be a neighbor ofu, then excess(v) ≥ 1 and excess(u) ≥ 3. By
Lemmas 2.16 and 2.17,χl (G2) ≤ 8. �

Lemma 2.19. If G is an 8-minimal subcubic graph, thenG has girth at least 4.

Proof: The vertices of a 3-cycle inG have excess at least 2. By Lemmas 2.16 and 2.17,χl(G2) ≤ 8. �

Lemma 2.20. If G is an 8-minimal subcubic graph, thenG has girth at least 5.

Proof: Suppose thatG is an 3-minimal subcubic graph having a 4-cycle, and letL be an 8-uniform list
assignment. Any vertex on a 4-cycle has excess at least 1. Ifv lies on two 4-cycles, then excess(v) ≥ 2; if u
is a neighbor ofv on a 4-cycle, then Lemmas 2.16 and 2.17 apply. Therefore, we may assume that no vertex
lies on two 4-cycles.

Let C be a 4-cycle inG. Label the vertices ofC as v1, v2, v3, v4. Recall thatG is 3-regular, by
Lemma 2.18. Letui be the neighbor ofvi not onC. We may assume that these neighbors are distinct,
since otherwise eitherG contains a 3-cycle or some vertex lies on two 4-cycles. UsingLemma 2.16, we
choose colors for all vertices except those on the 4-cycle and their neighbors; call this coloringc. Let L′(x)
denote the list of remaining colors available at each uncolored vertexx.

Case 1: d(u1,v3) = 3. Note that|L′(vi)| ≥ 6 and|L′(ui)| ≥ 2. We assume that equality holds forv1

(otherwise we throw away colors until it does), although notnecessarily for theui ; for example, ifd(u1,u2) =

2, then|L′(u1)| ≥ 3 and|L′(u2)| ≥ 3. Since|L′(u1)|+ |L′(v3)| > |L′(v1)|, we can choose colorc1 for u1 and
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color c2 for v3 so that|L′(v1) \ {c1,c2}| ≥ 5. Since excess(v2) ≥ 1 and excess(v1) ≥ 2, we can finish the
coloring by Lemma 2.17 (coloring greedily in the orderu2, u3, u4, v4, v2, v1).

Case 2: d(u1,v3) < 3. Verticesu1 andu3 must be adjacent; by symmetryu2 andu4 must be adjacent.
Now sinceu1 andu3 are adjacent andu2 andu4 are adjacent, we have|L′(vi)| ≥ 7 and|L′(ui)| ≥ 4 (we assume
that equality holds for thevis). Suppose thatd(u1,u2) = 3. Since|L′(u1)|+ |L′(u2)| ≥ 4+4 > 7 = |L′(v1)|,
we can choose colorc1 for u1 and colorc2 for u2 such that|L′(v1)\{c1,c2}| ≥ 6. Since excess(v1) ≥ 2 and
excess(v2) ≥ 1, we can finish the coloring. Hence, we can assume thatd(u1,u2) < 3.

v1 v2

v3v4

u1 u2

u3u4

Figure 2.8. A 4-cycle with vertices v1, v2, v3, v4 and the adjacent vertices not on the 4-cycle: u1, u2, u3, u4, respectively. In Case 2

of Lemma 7, we also assume that vertices u1 and u3 are adjacent and that vertices u2 and u4 are adjacent.

Observe thatu1 andu2 cannot be adjacent, since thenv1 lies on two 4-cycles. Thus,u1 andu2 must have
a common neighbor. By symmetry, we can assume thatu1 andu4 have a common neighbor. Sinced(u1) = 3
(and we have already accounted for two edges incident tou1), verticesu1, u2, andu4 must have a common
neighborx. However, thenu2, u4, andx form a 3-cycle. By Lemma 2.19, this is a contradiction. �

Lemma 2.21. If G is an non-Petersen 8-minimal subcubic graph, thenG does not contain two 5-cycles that
share three consecutive vertices.

Proof: SupposeG is a counterexample. Taken together, the two given 5-cyclesform a 6-cycle, with one
additional vertex adjacent to two vertices of the 6-cycle. Label the vertices of the 6-cyclev1,v2, . . . ,v6 and
label the final vertexv7. Let v7 be adjacent tov1 andv4. We consider three cases, depending on how many
pairs of vertices on the 6-cycle are distance 3 apart. By Lemma 2.16, we color all vertices ofG2 except the
7 vis.

Case 1:Both d(v2,v5) ≥ 3 andd(v3,v6) ≥ 3. Let L′(v) denote the list of remaining colors available at
each uncolored vertexv. In this case,|L′(v1)| ≥ 5, |L′(v4)| ≥ 5, |L′(v7)| ≥ 5 and|L′(v2)| ≥ 4, |L′(v3)| ≥ 4,
|L′(v5)| ≥ 4, |L′(v6)| ≥ 4. We assume equality holds. We consider two subcases.

Subcase 1.1:L′(v2)∩L′(v5) 6= /0 or L′(v3)∩L′(v6) 6= /0. Without loss of generality, we may assume that
L′(v2)∩L′(v5) 6= /0. Color v2 andv5 with some colorc1 ∈ L′(v2)∩L′(v5). Since|L′(v3) \{c1}|+ |L′(v6) \

{c1}| > |L′(v7)\{c1}|, we can choose colorc2 for v3 and colorc3 for v6 such that|L′(v7)\{c1,c2,c3}| ≥ 3.
Greedily color the remaining vertices in the orderv1, v4, v7.

Subcase 1.2:L′(v2)∩L′(v5) = /0 andL′(v3)∩L′(v6) = /0. Color v1,v4,v7 so that no two vertices among
v2,v3,v5,v6 have only one available color remaining. Call these new lists L′′(v). Note that|L′′(v2)|+

|L′′(v5)| ≥ 5 and|L′′(v3)|+ |L′′(v6)| ≥ 5. Hence we can colorv2,v3,v5,v6.
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Figure 2.9. Lemma 8 considers two 5-cycles that share two consecutive edges. In Cases 2 and 3 of Lemma 8, we consider

additional adjacencies.

Case 2: Exactly one ofd(v2,v5) or d(v3,v6) is 2. Without loss of generality, we may assume that
d(v2,v5) ≥ 3 andd(v3,v6) = 2. Recall from Lemma 2.18 thatG is 3-regular. Letu2, u5, andu7 be the
vertices not yet named that are adjacent tov2, v5, andv7, respectively. We cannot haveu2 = u5, since we have
d(v2,v5) ≥ 3. Note thatd(u2,v4) ≥ 3 unlessu2 = u7. Similarly, d(u5,v1) ≥ 3 unlessu5 = u7. Moreover, we
cannot haveu2 = u7 or u5 = u7, since this forms a 4-cycle. Hence,d(u2,v4) = 3 andd(u5,v1) = 3. Uncolor
vertexu2. Let L′(v) denote the list of remaining available colors at each vertexv. We have|L′(v1)| ≥ 6,
|L′(v2)| ≥ 5, |L′(v3)| ≥ 6, |L′(v4)| ≥ 5, |L′(v5)| ≥ 4, |L′(v6)| ≥ 5, |L′(v7)| ≥ 5, and|L′(u2)| ≥ 2. We assume
that equality holds. We consider two subcases.

Subcase 2.1:L′(u2)∩ L′(v4) 6= /0. Color u2 andv4 with some colorc1 ∈ L′(u2)∩ L′(v4). Now choose
color c2 for v2 and colorc3 for v5 such that|L′(v3) \{c1,c2,c3}| ≥ 4. Let L′′(v) = L′(v) \{c1,c2,c3}. The
new lists satisfy|L′′(v1)| ≥ 3, |L′′(v3)| ≥ 4, |L′′(v6)| ≥ 2, |L′′(v7)| ≥ 2. Greedily color the remaining vertices
in the orderv7, v6, v1, v3.

Subcase 2.2:L′(u2)∩L′(v4) = /0. We have two subcases here. IfL′(v2)∩L′(v5) 6= /0, then colorv2 and
v5 with a common color, and then coloru2 andv4 to save a color atv3. Now color the remaining vertices as
in Subcase 2.1. IfL′(v2)∩L′(v5) = /0, then coloru2 andv4 to save a color atv3. Now choose colors forv6

and forv7 such that verticesv2 andv5 each have at least one remaining color. LetL′′(v) denote the list of
remaining available colors at each vertexv. Note that|L′′(v1)| ≥ 2, |L′′(v3)| ≥ 3, and|L′′(v2)|+ |L′′(v5)| ≥ 5
sinceL′(v2)∩L′(v5) = /0. In each case, we can colorv1,v2,v3,v5.

Case 3: Both d(v2,v5) andd(v3,v6) are 2. Thenv2 andv5 have a common neighbor, sayv8, andv3

andv6 have a common neighbor, sayv9. Let u7, u8, andu9 be the third vertices adjacent tov7, v8, andv9,
respectively. We show that eitherd(v7,v8) = 3 ord(v7,v9) = 3 ord(v8,v9) = 3. Note thatd(v7,v8) = 3 unless
u7 = u8. Similarly, d(v7,v9) = 3 unlessu7 = u9 andd(v8,v9) = 3 unlessu8 = u9. However, we cannot have
u7 = u8 = u9, sinceG is not the Petersen graph. Hence, by symmetry, assume thatu7 6= u8. Sod(v7,v8) = 3.
In this case, consider the two 5-cycles:v1v2v3v4v7v1 andv2v3v4v5v8v2; they share three consecutive vertices
such that when labeled as aboved(v2,v5) = 3. Hence, the graph can be handled as in case 1 or 2. �
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Lemma 2.22. If G is an non-Petersen 8-minimal subcubic graph, thenG does not contain two 5-cycles that
share an edge.

Proof: SupposeG is a counterexample. By Lemmas 2.18-2.20, we know thatG is 3-regular and that
g(G) ≥ 5. Taken together, these 5-cycles form an 8-cycle, with a chord. Label the vertices of the 8-cycle
v1,v2, . . . ,v8 with an edge betweenv1 and v5. By Lemmas 2.20 and 2.21, we know thatd(v2,v6) = 3.
Similarly, we know thatd(v4,v8) = 3. By Lemma 2.16, we color all vertices ofG2 except the 8vis. Let
L′(v) denote the list of remaining available colors at each vertexv. Note that|L′(v1)| ≥ 6, |L′(v2)| ≥ 4,
|L′(v3)| ≥ 3, |L′(v4)| ≥ 4, |L′(v5)| ≥ 6, |L′(v6)| ≥ 4, |L′(v7)| ≥ 3, and|L′(v8)| ≥ 4. We assume that equality
holds.

Case 1:There exists a colorc1 ∈ L′(v4)∩L′(v8). Use colorc1 on v4 andv8. Since|L′(v2) \ {c1}|+

|L′(v6) \ {c1}| > |L′(v5) \ {c1}|, we can choose colorc2 for v2 and colorc3 for v6 such that|L′(v5) \

{c1,c2,c3}| ≥ 4. Now since excess(v1) ≥ 1 and excess(v5)≥ 2, we can finish the coloring by Lemma 2.17.

v1v1

v2

v2

v3

v3

v4

v4

v5

v5v6

v7

v8

u1

u2

u3u4

u5

(a) (b)

Figure 2.10. (a) Lemma 9 considers two 5-cycles that share an edges. (b) Lemma 10 considers a single 5-cycle.

Case 2: L′(v4)∩ L′(v8) = /0. We can choose colorc1 for v2 and colorc2 for v6 such that|L′(v5) \

{c1,c2}| ≥ 5. Note that now excess(v5)≥ 1. Now colorv3 andv7 arbitrarily with colors from their lists; call
themc3 andc4, respectively. SinceL′(v4)∩L′(v8) = /0, the remaining lists forv4 andv8 have sizes summing
to at least 4; call these listsL′′(v4) andL′′(v8). If |L′′(v4)| ≥ 3, then excess(v4) ≥ |L′′(v4)| − 1 = 2, so by
Lemma 2.17 we can finish the coloring. Similarly, if|L′′(v8)| ≥ 3, then excess(v8)≥ |L′′(v8)|−1= 2, so by
Lemma 2.17 we can finish the coloring. So assume that|L′′(v4)|= |L′′(v8)|= 2. Arbitrarily colorv1 from its
list; call the colorc3. SinceL′(v4)∩L′(v8) = /0, either|L′′(v4)\{c3}| = 2 or |L′′(v8 \{c3}| = 2. In the first
case, excess(v4) ≥ 2; in the second case, excess(v8) ≥ 2. In either case, we can greedily finish the coloring
by Lemma 2.17. �

Lemma 2.23. If G is an non-Petersen 8-minimal subcubic graph, theng(G) > 5.

Proof: SupposeG is a counterexample. By Lemmas 2.18-2.20, we know thatG is 3-regular and that
g(G) = 5. Letv1v2v3v4v5v1 be a 5-cycle and letui be the neighbor of vertexvi not on the 5-cycle.

By Lemma 2.16, we can greedily color all vertices except theuis andvis. LetL′(v) denote the list of
remaining available colors at each vertexv. Note that|L′(ui)| ≥ 2 and|L′(vi)| ≥ 6. We assume that equality

26



holds for thevis. By Lemma 2.21, we know thatd(ui ,vi+2) = d(ui ,vi+3) = 3 for all i (subscripts are modulo
5). By Lemma 2.22 we also know thatd(ui ,ui+1) = 3.

Case 1:There exists a colorc1 ∈ L′(u1)∩L′(v3). Usec1 onu1 andv3. Greedily color verticesu2,u3,u4;
call these colorsc2,c3,c4, respectively. Now|L′(v1)\{c1,c2}| = 4, |L′(v2)\{c1,c2,c3}| ≥ 3, and|L′(u5)| ≥

2. We can choose colorc5 for u5 and colorc6 for v2 such that|L′(v1) \{c1,c2,c5,c6}| ≥ 3. Now greedily
color the remaining vertices in the orderv4,v5,v1.

Case 2: There exists a colorc1 ∈ L′(u1)∩ L′(u2). Use colorc1 on u1 andu2. Now |L′(v5) \ {c1}|+

|L′(u3)| > |L′(v2)\{c1}|, so we can choose colorc2 for v5 and colorc3 for v3 so that excess(v2) ≥ 2. Note
that excess(v1) ≥ 1. Hence, after we greedily coloru5, we can extend the partial coloring to the remaining
uncolored vertices by Lemma 2.17.

Case 3: L′(ui)∩L′(ui+1) = /0 andL′(ui)∩L′(vi+2) = /0 for all i. By symmetry, we can assumeL′(ui)∩

L′(vi+3) = /0 for all i. We now show that we can color each vertex with a distinct color. Suppose not.
By Hall’s Theorem [52], there exists a subset of the uncolored verticesV1 such that| ∪v∈V1 L′(v)| <

|V1|. Recall that|L′(ui)| ≥ 2 and |L′(vi)| = 6 for all i. Clearly, 2< |V1| ≤ 10. If |V1| ≤ 6, thenV1 ⊆

{u1,u2,u3,u4,u5}. Any threeuis contain a pairu j ,u j+1; their lists are disjoint, so|∪v∈V1 L′(v)| ≥ |L′(u j)|+

|L′(u j+1)| ≥ 4. If |V1| = 5, thenV1 = {u1,u2,u3,u4,u5}. However, each color appears on at most twouis,
hence|∪v∈V1 L′(v)| ≥ 10/2= 5. So say|V1| ≥ 7. The Pigeonhole principle implies thatV1 must contain a pair
ui ,vi+2. Since listsL′(ui) andL′(vi+2) are disjoint, we have|∪v∈V1 L′(v)| ≥ |L′(ui)|+ |L′(vi+2)| = 2+6= 8.
Hence,|V1| ≥ 9. NowV1 must contain a tripleui ,ui+1,vi+3. Since their lists are pairwise disjoint, we get
| ∪v∈V1 L′(v)| ≥ |L′(ui)|+ |L′(ui+1)|+ |L′(vi+3)| = 2+ 2+ 6 = 10. This is a contradiction. Thus, we can
finish the coloring. �

Now we prove that ifG is 8-minimal, thenG does not contain a 6-cycle.

Lemma 2.24. If G is an non-Petersen 8-minimal subcubic graph, theng(G) > 6.

Proof: Let G be a counterexample. By Lemma 2.23, we know thatg(G) > 5. Hence, a counterexample
must have girth 6. We show how to colorG from lists of size 8. First, we prove that ifH = C6, then
χl (H2) = 3. Our plan is to first color all vertices except those on the 6-cycle, then color the vertices of the
6-cycle.

Claim: If H = C6, thenχl (H2) = 3.
Label the verticesv1, v2, v3, v4, v5, v6 in succession. LetL′(v) denote the list of available colors at each

vertexv. We consider separately the cases whereL′(v1)∩L′(v4) 6= /0 and whereL′(v1)∩L′(v4) = /0.
Case 1:There exists a colorc1 ∈ L′(v1)∩L′(v4). Use colorc1 onv1 andv4. Note that|L′(vi)\{c1}| ≥ 2

for eachi ∈ {2,3,5,6}. If there exists a colorc2 ∈ (L′(v2)∩L′(v5))\{c1}, then use colorc2 on v2 andv5.
Now greedily colorv3 andv6. So suppose there is no color in(L′(v2)∩L′(v5))\{c1}. Color v3 arbitrarily;
call it color c3. Either |L′(v2) \ {c1,c3}| ≥ 2 or |L′(v5) \ {c1,c3}| ≥ 2. In the first case, greedily color
v5,v6,v2. In the second case, greedily colorv2,v6,v5.

Case 2: L′(v1)∩L′(v4) = /0. By symmetry, we assumeL′(v2)∩L′(v5) = /0 andL′(v3)∩L′(v6) = /0. Color
v1 arbitrarily; call it colorc1. If there existsi such that|L′(vi) \{c1}| = 2, then colorv4 from c2 ∈ L′(v4) \

L′(vi); otherwise colorv4 arbitrarily. LetL′′(v j) = L′(v j)\{c1,c2} for all j ∈{2,3,5,6}. Note that|L′′(v2)|+
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|L′′(v5)| ≥ 4 and |L′′(v3)|+ |L′′(v6)| ≥ 4. Also, note that there is at most onek in {2,3,5,6} such that
|L′′(k)| = 1. So by symmetry we consider two subcases.

Subcase 2.1:|L′′(v j)| ≥ 2 for every j ∈ {2,3,5,6}. We can finish as in case 1 above.
Subcase 2.2:|L′′(v2)| = 1, |L′′(v3)| ≥ 2, |L′′(v6)| ≥ 2, and|L′′(v5)| ≥ 3. We color greedily in the order

v2, v3, v6, v5.
This finishes the proof of the claim; now we prove the lemma.
Let u andv be adjacent vertices on a 6-cycleC. By Lemma 2.16, color all vertices except the vertices of

C. Sinceg(G) = 6,C has no chords. Similarly, no two vertices ofC have a common neighbor not onC. Note
that each vertex ofC has at least three available colors. Hence, by the Claim we can finish the coloring. �

The fact thatχl (C2
6) = 3 is a special case of a theorem by Juvan, Mohar, andŠkrekovski [32]. They

showed that for anyk, if G = C6k, thenχl (G2) = 3. Their proof uses algebraic methods and is not construc-
tive. This fact is also a special case of a result by Fleischner and Steibitz [16]; their result also relies on
algebraic methods.

Lemma 2.25. Let C be a shortest cycle in an non-Petersen 8-minimal subcubic graphG. If u1 andu2 are
each distance 1 fromC, thenu1 andu2 are nonadjacent.

Proof: LetC be a shortest cycle inG. Lemma 2.24 implies that|V(C)| ≥ 7. Letv1,v2, . . . ,vk be the vertices
of C. Recall thatG is 3-regular. Letui be the neighbor ofvi that is not onC. Suppose that there existsui

adjacent tou j . Let d be the distance fromvi to v j along C. By combining the pathviuiu jv j with the shortest
path alongC from vi to v j , we get a cycle of length 3+d ≤ 3+ ⌊|V(C|)/2⌋ < |V(C)|. This contradicts the
fact thatC is a shortest cycle inG. �

vi−1 vi vi+1 vi+2

ui−1 ui ui+1 ui+2

Figure 2.11. In the proof of Theorem 1, we frequently consider four consecutive vertices on a cycle and their neighbors off the cycle.

We are now ready to prove Theorem 2.15.

Theorem 2.15. If G is an non-Petersen subcubic graph, thenχl (G2) ≤ 8.

Proof: Let G be a counterexample. By Lemma 2.18, we know thatG is 3-regular. By Lemma 2.24, we
know thatG has girth at least 7. LetC be a shortest cycle inG. Let v1,v2, . . . ,vk be the vertices ofC. Let
ui be the neighbor ofvi that is not onC. Let H be the union of thevis and theuis. By Lemma 2.16, we can
color G2 \V(H). Let L′(v) denote the list of available colors at each vertexv. Note that|L′(vi)| ≥ 6 and
|L′(ui)| ≥ 2 for all i. We assume that equality holds.
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Claim 1: If we can choose colorc1 for ui and colorc2 for ui+1 such that|L′(vi) \ {c1,c2}| ≥ 5 and
|L′(vi+1)\{c1,c2}| ≥ 5, then we can extend the coloring to all ofG2.

Use colorsc1 andc2 onui andui+1. Since|L′(ui−1)|= 2 and|L′(vi+2)\{c2}| ≥ 5 and|L′(vi)\{c1,c2}| ≥

5, we can choose colorc3 for ui−1 and colorc4 for vi+2 so that|L′(vi)\{c1,c2,c3,c4}| ≥ 4. Colorui+2 arbi-
trarily. Now since excess(vi+1) ≥ 1 and excess(vi) ≥ 2, we can greedily finish the coloring by Lemma 2.17.

Claim 2: If we can choose colorc1 for ui such that|L′(vi)\{c1}| = 6, then we can extend the coloring
to all of G2.

Use colorc1 onui . Since|L′(ui−1)| = 2 and|L′(vi+1)\{c1}| ≥ 5 and|L′(vi−1)\{c1}| ≥ 5, we can chose
color c2 for ui−1 and colorc3 for vi+1 such that|L′(vi−1) \ {c1,c2,c3}| ≥ 4. If c2 = c3, then we usec2 on
verticesui−1 andvi+1; Now excess(vi−1) ≥ 1 and excess(vi) ≥ 2. So after we greedily colorui+1, we can
finish by Lemma 2.17. Hence, we can assumec2 6= c3. Note that eitherc2 6∈ L′(vi−1) or c3 6∈ L′(vi−i). If
c2 /∈ L′(vi−1), then usec2 on ui−1; now we can finish by Claim 1. Hence, we can assumec3 /∈ L′(vi−1). Use
c3 on vi+1, but don’t colorui−1. Greedily colorui+1 andui+2; call these colorsc4 andc5, respectively. We
may assume that|L′(vi) \{c1,c3,c4}| = 4 (otherwise, we can finish greedily as above). We also know that
|L′(ui−1)| = 2 and|L′(vi+2)\{c3,c4,c5}| ≥ 3. Hence, we can choose colorc6 for ui−1 and colorc7 for vi+2

such that|L′(vi)\{c1,c3,c4,c6,c7}| ≥ 3. Now since excess(vi−1) ≥ 1 and excess(vi) ≥ 2, we can finish by
Lemma 2.17.

Claim 3: If we can choose colorc1 for ui+1 such that|L′(vi)\{c1}|= 6, then we can extend the coloring
to all of G2.

Use colorc1 onui+1. Since|L′(ui)|= 2 and|L′(vi+2)\{c1}| ≥ 5 and|L′(vi+1)\{c1}| ≥ 5, we can choose
color c2 for ui and colorc3 for vi+2 such that|L′(vi+1)\{c1,c2,c3}| ≥ 4. Now we are in the same situation
as in the proof of Claim 2. Ifc2 = c3, then we use colorc2 onui andvi+2 and color greedily as in Claim 2. If
c2 /∈ L′(vi+1)\{c1}, then we usec2 on ui and we can finish by Claim 1. Hence we must havec3 /∈ L′(vi+1).
Usec3 on L′(vi+2). As in Claim 2, we have|L′(vi) \{c1,c3}| ≥ 5 and|L′(vi+1) \{c1,c3}| ≥ 5. Hence, we
can finish as in Claim 2.

Remark: Claim 2 and Claim 3 imply that for everyi we haveL′(ui−1)∪ L′(ui)∪ L′(ui+1) ⊆ L′(vi).
Furthermore, Claim 1 shows thatL′(ui)∩L′(ui+1) = /0 for all i. To show thatL′(ui−1), L′(ui), andL′(ui+1)

are pairwise disjoint we prove Claim 4.
Claim 4: If we can choose colorc1 for ui−1 and colorc2 for ui+1 such that|L′(vi) \{c1,c2}| ≥ 5, then

we can extend the coloring toG2.
Use colorc1 on ui−1 and colorc2 andui+1. Since|L′(ui)| = 2 and|L′(vi+2) \{c2}| ≥ 5 and|L′(vi+1) \

{c2}| ≥ 5, we can choose colorc3 for ui and colorc4 for vi+2 such that|L′(vi+1)\{c2,c3,c4}| ≥ 4. If c3 = c4,
then we use colorc3 onui andvi+2; since excess(vi+1)≥ 1 and excess(vi)≥ 2, we can finish by Lemma 2.17.
So eitherc3 /∈ L′(vi+1) or c4 /∈ L′(vi+1).

Supposec3 /∈ L′(vi+1). Usec3 on ui . Since|L′(vi−1) \ {c1,c3}| ≥ 4 and|L′(ui+2)| = 2 and|L′(vi+1) \

{c3}| ≥ 5, we can choose colorc5 for vi−1 and colorc6 for ui+2 such that|L′(vi+1) \ {c2,c3,c5,c6}| ≥ 4.
Now since excess(vi) ≥ 1 and excess(vi+1) ≥ 2, we can finish by Lemma 2.17.

Suppose instead thatc4 /∈ L′(vi+1). Usec4 on vi+2. Color ui+2 andui+3 arbitrarily; call these colors
c5 andc6, respectively. Since|L′(ui)| = 2 and|L′(vi+3) \ {c4,c5,c6}| ≥ 3 and|L′(vi+1) \ {c2,c4,c5}| = 4,
we can choose colorc7 for ui and colorc8 for vi+3 such that|L′(vi+1) \{c2,c4,c5,c7,c8}| ≥ 3. Now since
excess(vi) ≥ 1 and excess(vi+1) ≥ 2, we can finish by Lemma 2.17.
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Claim 5: We can extend the coloring toG2 in the following way. Color eachu j arbitrarily; let c(u j )

denote the color we use on eachu j . Now assign a color to eachv j from L′(u j)\{c(u j )}.
For eachj, Claim 4 implies thatL′(u j−1), L′(u j), andL′(u j+1) are pairwise disjoint. Hence, eachv j re-

ceives a color not in{c(u j−1),c(u j),c(u j+1)}. Similarly, sinceL′(u j) is disjoint fromL′(u j−2),L′(u j−1),L′(u j+1),
andL′(u j+2), vertexv j receives a color not in{c(v j−2),c(v j−1),c(v j+1),c(v j+2)}. Hence, the coloring of
G2 is valid. �

2.3.2 Efficient Algorithms

Since the proof of Theorem 2.15 colors all but a constant number of vertices greedily, it is not surprising
that the algorithm can be made to run in linear time. For completeness, we give the details.

If G is not 3-regular orGhas girth at most 6, then we find a small subgraphH (one listed in Lemmas 2.18-
2.24) that contains a low degree vertex or a shortest cycle. It is easy to greedily colorG2 \V(H) in linear
time (for example, using breadth-first search). SinceH has constant size, we can finish the coloring in
constant time.

Say instead thatG is 3-regular and has girth at least 7. Choose an arbitrary vertex v. Find a shortest
cycle throughv (for example, using breadth-first search); call itC. Let H beC and vertices at distance 1
from C. We greedily colorG2\V(H) in linear time. Using the details given in the proof of Theorem 2.3.1,
we can finish the coloring in time linear in the size ofH.

2.3.3 Future Work

As we mentioned in the introduction, Theorem 2.15 is best possible, since there are infinitely many non-
Petersen subcubic graphsG such thatχl (G2) = 8 (for example, any graph which contains the Petersen graph
with one edge removed). However, it is natural to ask whetherthe result can be extended to graphs with
arbitrary maximum degree. LetG be a graph with maximum degree∆(G) = k. Since∆(G2)≤ k2, we imme-
diately get thatχl (G2) ≤ k2 +1. If G2 6= Kk2+1, then by the list-coloring version of Brook’s Theorem [13],
we haveχl (G2) ≤ k2. Hoffman and Singleton [26] made a thorough study of graphsG with maximum
degreek such thatG2 = Kk2+1. They called theseMoore Graphs. They showed that a unique Moore Graph
exists when∆(G) ∈ {2,3,7} and possibly when∆(G) = 57 (which is unknown), but that no Moore Graphs
exist for any other value of∆(G). (When∆(G) = 3, the unique Moore Graph is the Petersen Graph). Hence,
if ∆(G) 6∈ {2,3,7,57}, we know thatχl(G2) ≤ ∆(G)2. As in Theorem 2.15, we believe that we can improve
this upper bound.

Conjecture 2.26. If G is a graph with maximum degree∆(G) = k and G is not a Moore Graph, then
χl (G2) ≤ k2−1.

Erdős, Fajtlowitcz and Hoffman [14] considered graphsG with maximum degreek such thatG2 = Kk2.
The proved the following result, which provides evidence insupport of our conjecture.

Theorem. (Erdős, Fajtlowitcz and Hoffman [14]) Apart from the cycleC4, there is no graphG with maxi-
mum degreek such thatG2 = Kk2.
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We extend this result to give a bound on the clique numberω(G2) of the square of a non-Moore graph
G with maximum degreek.

Lemma 2.27. If G is not a Moore graph andG has maximum degreek ≥ 3, thenG2 has clique number
ω(G2) ≤ k2−1.

Proof: If G is a counterexample, then by the Theorem of Erdős, Fajtlowitcz and Hoffman, we know that
G2 properly contains a copy ofKk2. Choose adjacent verticesu andv1 such thatv1 is in a clique of sizek2

(in G2) andu is not in that clique; call the cliqueH. Note that|N[v1]| ≤ k2 +1, so all vertices inN[v1] other
thanu must be inH. Label the neighbors ofu asvis. Note that novi is on a 4-cycle. If so, then|N[vi]| ≤ k2;
sinceu∈ N[vi] andu 6∈V(H), we get|V(H)| ≤ k2−1, which is a contradiction.

Note that each neighbor of a vertexvi (other thanu) must be inH. Since novi lies on a 4-cycle, each
pairvi ,v j haveu as their only common neighbor. So thevis and their neighbors (other thanu) arek2 vertices
in H. But u is within distance 2 of each of thesek2 vertices inH. Hence, addingu to H yields a clique of
sizek2 +1. This is a contradiction. �

We believe that Conjecture 2.26 can probably be proved usingan argument similar to our proof of
Theorem 2.15. In fact, arguments from our proof of Theorem 2.15 easily imply that ifG is a counterexample
to Conjecture 2.26, thenG is k-regular and hasg(G) ∈ {4,5}. However, we do not see a way to handle these
remaining cases without resorting to extensive case analysis (which we have not done).

Significant work has also been done proving lower bounds onχl (G). Brown [8] constructed a graphG
with maximum degreek andχl (G2) ≥ k2− k+ 1 wheneverk−1 is a prime power. By combining results
of Brown [8] and Huxley [28], Miller anďSiráň [37] showed that for everyε > 0 there exists a constantcε

such that for everyk there exists a graphG with maximum degreek such thatχl (G2) ≥ k2−cεk19/12+ε.
Finally, we can consider the restriction of Theorem 2.15 to planar graphs. IfG is a planar subcubic

graph, then we know thatχl (G2) ≤ 8. However, we don’t know of any planar graphs for which this is tight.
This returns us to the question that motivated much of this research and that remains open.

Question 2.28. Is it true that every planar subcubic graphG satisfiesχl (G2) ≤ 7?

31



Chapter 3

Discharging

Proofs of coloring results for planar graphs often proceed inductively; they show that each planar graph
contains some subgraphH, such that given a coloring ofG\V(H), we can extend it to a coloring ofG. A
simple example of this is the proof that every planar graph is6-choosable. Since the average degree of every
planar graphG is less than 6,G must contain a vertexv of degree at most 5. By the induction hypothesis,
G\{v} is 6-choosable. Since vertexv has at most 5 neighbors, we can extend the coloring toG.

Rather than a single subgraphH, we often show thatG must contain at least one subgraph from some
setH . We call a subgraphH a reducible configurationif we can show that a coloring ofG\V(H) can be
extended toG. Usually, we split the proof of a coloring result into two phases: in the first phase we show
that every graph must contain some subgraphH ∈ H , in the second phase we show that each subgraph
H ∈ H is a reducible configuration. In the first phase, we make no mention of coloring, but instead prove
a structural lemma. The greatest difficulty when using this method is usually choosing the set of subgraphs
H . Determining this set is a process of trial and error; there is no simple formula for success. However,
once we determine our set of subgraphsH , there are powerful tools for proving that every graph contains
some subgraphH ∈ H ; the most common of these tools is called thedischarging method.

In 1905, while working torward a proof of the Four Color Theorem, Wernicke proved the following
lemma. If a planar triangulation has minimum degree 5, then it either has an edge with endpoints of degrees
5 and 6 or it has an edge with endpoints both of degree 5; we callthesedesired edges.

We assign a chargeµ(v) = d(v)− 6 to each vertexv. The sum of these charges∑v∈V d(v)− 6 equals
−12. Thus, if we redistribute the charges but do not change their sum, there must exist a vertex with negative
charge; this idea is the basis of the discharging method. Ourgoal is to redistribute the charge so that any
vertex with negative charge is “near” one of the desired edges. We redistribute charge by the following rule:
each neighbor of a 5-vertex gives a charge of 1/5 to the 5-vertex. We apply the rule once, at all vertices
simultaneously. After this “discharging,” we show that anyvertex with negative charge is adjacent to an
endpoint of a desired edge. After the discharging phase, we denote the charge at a vertexv by µ∗(v).

Note that during the discharging phase, the charge at a vertex can decrease by at mostd(v)/5. Thus, the
new chargeµ∗(v) is at leastd(v)−6−d(v)/5 = 4d(v)/5−6; this charge is only negative ford(v) ≤ 7, so
we consider 5-vertices, 6-vertices, and 7-vertices. If a 5-vertex or 6-vertexu has negative chargeµ∗(u), then
u must be adjacent to a 5-vertexv; souv is the desired edge. If a 7-vertexu has negative charge, thenu must
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be adjacent to at least 6 vertices of degree 5. Since the graphis a triangulation, two degree 5 neighborsv
andw of vertexu must be adjacent to each other; sovw is the desired edge.

The proof of Wernicke’s lemma is a very simple example of discharging. Usually the set of reducible
configurations is larger and the dicharging rules are more complex. Additionally, we often assign charge to
the faces of a plane graph as well as the vertices.

3.1 Planar graphs with no triangles sharing an edge

All our graphs are finite and without loops or multiple edges.Let G be a plane graph. We useE(G), V(G),
F(G), ∆(G), andδ(G) to denote the edge set, vertex set, face set, maximum degree,and minimum degree of
G, respectively. Where it is clear from context, we use∆, rather than∆(G). We use “j-face” and “j-vertex”
to mean faces and vertices of degreej. The degree of a facef is the number of edges along the boundary of
f , with each cut-edge being counted twice. The degree of a facef and the degree of a vertexv are denoted
by d( f ) andd(v). We say a facef or vertexv is large whend( f ) ≥ 5 or d(v) ≥ 5. We usetriangle to mean
3-face. We usekite to mean a subgraph ofG formed by two 3-faces that share an edge. We useelementto
mean vertex or face.

A proper edge-coloringof G is an assignment of a label to each edge so that no two adjacentedges
receive the same label. We call these labelscolors. A proper k-edge-coloringis a proper edge-coloring that
uses no more thank colors. Anedge assignment Lis a function onE(G) that assigns each edgeea listL(e)
of colors available for use on that edge. AnL-edge-coloringis a proper edge-coloring with the additional
constraint that each edge receives a color appearing in its assigned list. We say that a graphG is k-edge-
choosableif G has a properL-edge-coloring whenever|L(e)| ≥ k for everye∈ E(G). Thechromatic index
of G, denotedχ′(G), is the least integerk such thatG is k-edge-colorable. Thelist chromatic indexof G,
denotedχ′

l (G), is the least integerk such thatG is k-edge-choosable. In particular, note thatχ′(G) ≤ χ′
l (G).

Probably the most fundamental and important result about the chromatic index of graphs (without loops or
multiple edges) is:

Theorem 3.1. (Vizing’s Theorem; Vizing [44, 45] and Gupta [19])

χ′(G) ≤ ∆(G)+1.

Vizing conjectured that Theorem 3.1 could be strengthened by proving the same bound for the list
chromatic index:

Conjecture 3.2. (Vizing’s Conjecture; see [34])

χ′
l (G) ≤ ∆(G)+1.

The most famous open problem about list edge-coloring is theList Coloring Conjecture. Bollobás and
Harris [4] believed that Vizing’s conjecture could be further strengthened to give:

Conjecture 3.3. (List Coloring Conjecture; Bollobás and Harris [4])

χ′
l (G) = χ′(G).
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In 1995, Galvin proved that the List Coloring Conjecture is true for bipartite graphs [18]. Borodin [6]
showed that the List Coloring Conjecture holds for planar graphs with∆ ≥ 14. Borodin, Kostochka, and
Woodall [5] improved this result to show that the List Coloring Conjecture holds for planar graphs with
∆ ≥ 12. Apart from these results, the List Coloring Conjecture has proved very difficult. Fortunately, more
progress has been made on Vizing’s Conjecture.

Vizing’s Conjecture is easy to prove when∆ ≤ 2. In general,χ′
l (G) ≤ 2∆−1 by coloring greedily in an

arbitrary order. Harris [23] showed that if∆ ≥ 3, thenχ′
l (G) ≤ 2∆− 2. This implies Vizing’s Conjecture

when∆ = 3. Juvan et al. [32] confirmed the conjecture when∆ = 4. Vizing’s conjecture was also established
for other special families of graphs, such as complete graphs [22] and planar graphs with∆ ≥ 9 [6]. Wang
and Lih [47] proved that Vizing’s Conjecture holds for a planar graphG when ∆ ≥ 6 andG has no two
triangles sharing a vertex. Zhang and Wu [55] proved that Vizing’s Conjecture holds for a planar graphG
when∆ ≥ 6 andG has no 4-cycles. Results when∆ = 5 are weaker, since the structural hypotheses are more
restrictive. Zhang and Wu [55] showed that a planar graphG is 6-edge-choosable when∆ = 5 andG has no
triangles. Wang and Lih [46] showed that a planar graphG is 6-edge-choosable when∆ = 5 andG has no
5-cycles.

We improve these results in several ways. In Section 2, we prove structural results for use in Section 3,
where we prove our two main results. We show that Vizing’s Conjecture holds for a planar graphG when
G contains no kites and∆ ≥ 6. This is a strengthening of the result of Wang and Lih [47] and the result of
Zhang and Wu [55]. We also show that the List Coloring Conjecture holds for a planar graphG whenG
contains no kites and∆ ≥ 9. Our method, like that of Wang and Lih [47], Zhang and Wu [55], and Borodin
[6] is the discharging method. In Section 4, we prove Vizing’s Conjecture for a planar graphG when∆ = 5
andG has no 4-cycles; we also prove Vizing’s Conjecture for a planar graphG when∆ = 5 and the distance
between any two triangles inG is at least 2.

Proofs of coloring results for planar graphs often proceed inductively by showing the existence of certain
subgraphs with small degree-sum for the vertices, called “light” copies of these subgraphs. We prove and
use several such structural results. For example, we prove that every planar graphG with ∆ ≥ 7 that contains
no kites has an edge whose endpoints have degree-sum at most∆ +2. For such a graph,G, it follows easily
that Vizing’s Conjecture holds.

3.1.1 Structural lemmas

The proof of Wernicke’s lemma was a simple discharging argument; our next example is more complex: it
assigns charge to both vertices and faces, and requires a longer case analysis. In that proof, we used Euler’s
formula to conclude that our graphG must contain one of the desired subgraphs. In this instance,we assume
that our graphG does not contain any of the desired subgraphs; this leads to acontradiction.

Let G be a plane graph. Rewrite Euler’s Formula|F(G)|− |E(G)|+ |V(G)|= 2 as 2|E(G)|−4|V(G)|+

2|E(G)|−4|F(G)| = −8, and then as:

∑
v∈V(G)

(d(v)−4)+ ∑
f∈F(G)

(d( f )−4) = −8.

We want to prove that each planar graphG with no kites and maximum degree at least 7 contains a particular
type of subgraph. By assuming these subgraphs do not appear,we reach a contradiction in the following
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manner. We assign to each elementx ∈ S an initial charge µ(x) defined byµ(x) = d(x)− 4. We will
redistribute these charges in a way that preserves the sum ofall the charges, and yet makes the new charge
µ∗(x) nonnegative at every element. This produces the obvious contradiction

0≤ ∑
x∈S

µ∗(x) = ∑
x∈S

µ(x) = ∑
x∈S

(d(x)−4) = −8.

Our rules for redistributing charges are designed to take advantage of the absence of the forbidden
subgraph(s). In the following theorem we forbid an edgeuv with d(u)+ d(v) ≤ ∆ + 2, and we also forbid
kites. Since each edgeuv satisfiesd(u) + d(v) ≥ ∆ + 3, it follows that each neighbor of a 3-vertex is a
∆-vertex. Similarly, sinceG contains no kites, a vertexv is incident to at mostd(v)/2 triangles.

Theorem 3.4. If graph G is planar,G contains no kites, andG has∆ ≥ 7, thenG has an edgeuv with
d(u)+d(v) ≤ ∆ +2.

Proof: AssumeG is a counterexample. For every edgeuv, G must haved(u)+ d(v) ≥ ∆ + 3≥ 10. Thus,
δ(G) ≥ 3. We use a discharging argument. We assign to each elementx an initial chargeµ(x) = d(x)−4.
We use the following two discharging rules, applied simultaneously at all vertices and faces in a single
discharging phase:

(R1) Each large vertexv gives a charge of 1/2 to each incident triangle.

(R2) Each∆-vertexv gives a charge of 1/3 to each adjacent 3-vertex.

Now we show that for every element the new chargeµ∗ is nonnegative.
Consider an arbitrary facef .

• If d( f ) = 3, then sinced(u)+ d(v) ≥ 10 for every edgeuv, at least two of the vertices incident tof
are large. Thusµ∗( f ) ≥−1+2(1/2) = 0.

• If d( f ) ≥ 4, thenµ∗( f ) = µ( f ) ≥ 0.

Consider an arbitrary vertexv.

• If d(v) = 3, thenµ∗(v) = −1+3(1/3) = 0, since each neighbor ofv is a∆-vertex.

• If d(v) = 4, thenµ∗(v) = µ(v) = 0.

• If d(v) = 5, thenv is incident to at most 2 triangles, soµ∗(v) ≥ 1−2(1/2) = 0.

• If 6 ≤ d(v) ≤ ∆−1, thenv is incident to at mostd(v)/2 triangles. Thusµ∗(v) ≥ d(v)−4− d(v)
2

1
2 =

3d(v)
4 −4 > 0.

• If d(v) = ∆, then lett be the number of triangles incident tov. For each triangle incident tov,
at most one of the vertices of that triangle has degree 3. Thus, if v is incident tot triangles, then
µ∗(v) ≥ d(v)−4− t(1

2)− (d(v)− t)(1
3) = 2d(v)

3 −4− t
6. Sincet ≤ d(v)

2 , we getµ∗(v) ≥ 7d(v)
12 −4. This

expression is positive whend(v) ≥ 7.
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We will use Theorem 3.4 to show that any planar graphG with ∆ ≥ 7 that contains no kites is(∆ +1)-
edge-choosable. We would also like to prove an analogous result for the case∆ = 6. To prove such a result,
we need the following structural lemma. We say that a triangle is oftype(a,b,c) if its vertices have degrees
a,b, andc. Recall that a facef is large if d( f ) ≥ 5.

Lemma 3.5. If graph G is planar,G contains no kites, and∆ = 6, then at least one of the three following
conditions holds:

(i) G has an edgeuv with d(u)+d(v) ≤ 8.

(ii) G has a 4-faceuvwxwith d(u) = d(w) = 3.

(iii) G has a 6-vertex incident to three triangles; two of these triangles are of type(6,6,3) and the third is
of type(6,6,3), (6,5,4), or (6,6,4).

Proof: AssumeG is a counterexample. For every edgeuv, G must haved(u)+d(v) ≥ 9. Thus,δ(G) ≥ 3.
We use a discharging argument. We assign to each elementx an initial chargeµ(x) = d(x)−4. We use the
following three discharging rules:

(R1) Each large facef gives a charge of 1/2 to each incident 3-vertex.

(R2) Each 5-vertexv gives a charge of 1/2 to each incident triangle.

(R3) Each 6-vertexv

• gives a charge of 1/3 to each adjacent 3-vertex that is not incident to any large face.

• gives a charge of 1/6 to each adjacent 3-vertex that is incident to a large face.

• gives a charge of 1/2 to each incident triangle that is incident to a 3-vertex or a4-vertex.

• gives a charge of 1/3 to each incident triangle that is not incident to a 3-vertexor a 4-vertex.

Now we show that for every element the new chargeµ∗ is nonnegative.
Consider an arbitrary facef .

• If d( f ) = 3, then we consider two cases. Iff is incident to a 3-vertex or a 4-vertex, thenµ∗( f ) =

−1+2(1/2) = 0. If f is not incident to a 3-vertex or a 4-vertex, thenµ∗( f ) ≥−1+3(1/3) = 0.

• If d( f ) = 4, thenµ∗( f ) = µ( f ) = 0.

• If d( f ) = 5, thenµ∗( f ) ≥ 1−2(1/2) = 0.

• If d( f ) ≥ 6, thenµ∗( f ) ≥ d( f )−4− d( f )
2

1
2 = 3d( f )

4 −4 > 0.

Consider an arbitrary vertexv.

• If d(v) = 3, then we consider two cases. Ifv is incident to a large face, thenµ∗(v) ≥ −1+ 1/2+

3(1/6) = 0. If v is not incident to a large face, thenµ∗(v) = −1+3(1/3) = 0.
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• If d(v) = 4, thenµ∗(v) = µ(v) = 0.

• If d(v) = 5, thenµ∗(v) ≥ 1−2(1/2) = 0.

• If d(v) = 6, then we consider separately the four cases wherev is incident to zero, one, two, or three
triangles. Note that ifv is incident tot triangles, then the number of 3-vertices adjacent tov is at most
(6− t).

◦ If v is incident to no triangles, thenµ∗(v) ≥ 2−6(1/3) = 0.

◦ If v is incident to one triangle, then we consider two cases. Ifv is adjacent to at most four 3-
vertices, thenµ∗(v)≥ 2−(1/2)−4(1/3) > 0. If v is adjacent to five 3-vertices, then two of these
adjacent 3-vertices lie on a common face, together withv. Since condition (ii) of the present
lemma does not hold, this face must be a large face. Soµ∗(v)≥ 2−(1/2)−3(1/3)−2(1/6) > 0.

◦ If v is incident to two triangles, then we consider two cases. Ifv is adjacent to at most three
3-vertices, thenµ∗(v) ≥ 2− 2(1/2)− 3(1/3) = 0. If v is adjacent to four 3-vertices, then two
of these adjacent 3-vertices lie on a common face, together with v. Since condition (ii) of the
present lemma does not hold, this face must be a large face. Soµ∗(v) ≥ 2−2(1/2)−2(1/3)−

2(1/6) = 0.

◦ If v is incident to three triangles, then we consider two cases. If at most one of the triangles is
type (6,6,3), thenµ∗(v) ≥ 2−3(1/2)−1/3 > 0. Furthermore, if two of the triangles incident
to v are type(6,6,3) but the third triangle is not incident to any vertex of degreeat most 4, then
µ∗(v) = 2−2(1/2)−2(1/3)−1(1/3) = 0. If two of the triangles are of type(6,6,3) and the
third triangle is incident to a vertex of degree at most 4, then condition (iii) of the lemma holds.

�

We will apply Theorem 3.4 and Lemma 3.5 to get our first result about edge-choosability. To prove the
(∆ + 1)-edge-choosability of a planar graphG that has∆ ≥ 6 and that contains no kites, we remove one
or more edges ofG, inductively color the resulting subgraph, then extend thecoloring toG. Intuitively,
Theorem 3.4 and Lemma 3.5 do the “hard work.” However, it is still convenient to prove the following
lemma, which we will apply to the subgraphs ofG that arise from this process.

Lemma 3.6. Let G be a planar graph that contains no kites. If∆ ≤ 5, then G has an edgeuv with
d(u)+d(v) ≤ 8. If ∆ = 6, thenG has an edgeuvwith d(u)+d(v) ≤ 9.

Proof: If ∆ ≤ 4, then each edgeuv satisfiesd(u)+ d(v) ≤ 2∆ ≤ 8. In that case, the lemma holds trivially.
So we must prove the lemma for the cases∆ = 5 and∆ = 6. We handle both cases simultaneously with a
discharging argument. AssumeG is a counterexample. For every edgeuv, G must haved(u)+d(v) ≥ ∆+4.
Thus,δ(G) ≥ 4. We assign to each elementx an initial chargeµ(x) = d(x)−4. We use a single discharging
rule:

(R1) Every large vertexv gives a charge of 1/2 to each incident triangle.
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Now we show that for every element the new chargeµ∗ is nonnegative.
Consider an arbitrary facef .

• If d( f ) = 3, then f is incident to at least two large vertices, soµ∗( f ) ≥−1+2(1/2) = 0.

• If d( f ) ≥ 4, thenµ∗( f ) = µ( f ) ≥ 0.

Consider an arbitrary vertexv.

• If d(v) = 4, thenµ∗(v) = µ(v) = 0.

• If d(v) = 5, thenµ∗(v) ≥ 1−2(1/2) = 0.

• If d(v) = 6, thenµ∗(v) ≥ 2−3(1/2) > 0.

�

Theorem 3.7. If graphG is planar,G contains no kites, and∆ ≥ 9, then at least one of the following two
conditions holds:

(i) G has an edgeuv with d(u)+d(v) ≤ ∆ +1.

(ii) G has an even cyclev1w1v2w2 . . .vkwk with d(wi) = 2.

Proof: AssumeG is a counterexample. For every edgeuv, G must haved(u) + d(v) ≥ ∆ + 2. Thus,
δ(G) ≥ 2. Our proof will use a discharging argument, but first we showthat if G is a counterexample to
Theorem 3.7, thenG has more∆-vertices than 2-vertices.

Let H be the subgraph ofG formed by all edges with one endpoint of degree 2 and the otherendpoint
of degree∆. Form Ĥ from H by contracting one of the two edges incident to each vertex ofdegree 2
(recall that each neighbor of a 2-vertex inG is a ∆-vertex). Each 2-vertex inG corresponds to an edge in
Ĥ and each vertex in̂H corresponds to a∆-vertex inG. SoG has more∆-vertices than 2-vertices unless
|E(Ĥ)| ≥ |V(Ĥ)|.

If |E(Ĥ)| ≥ |V(Ĥ)|, then Ĥ contains a cycle. However, a cycle in̂H corresponds to an even cycle
v1w1v2w2 . . .vkwk in G with d(vi) = 2. Such a cycle inG satisfies condition (ii) and shows thatG is not a
counterexample to Theorem 3.7. So,G has more∆-vertices than 2-vertices. We use this fact to design our
discharging rules.

We assign to each elementx an initial chargeµ(x) = d(x)−4. In addition to the vertices and edges, we
create abankthat can give and receive charge. The bank has initial charge0. As with the vertices and edges,
we must verify that the final charge of the bank is nonnegative. We use the following three discharging rules:

(R1) Each∆-vertex and(∆−1)-vertexv gives a charge of 1/3 to each adjacent 2-vertex or 3-vertex.

(R2) Each large vertexv gives a charge of 1/2 to each incident triangle.

(R3) Each∆-vertex gives a charge of 4/3 to the bank.
Each 2-vertex takes a charge of 4/3 from the bank.
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The only rule that effects the bank’s charge is (R3). SinceG has more∆-vertices than 2-vertices, the bank’s
final charge is positve.

Now we show that for every element the new chargeµ∗ is nonnegative.
Consider an arbitrary facef .

• If d( f ) = 3, then sinced(u)+ d(v) ≥ 11 for every edgeuv, at least two of the vertices incident tof
are large. Thusµ∗( f ) ≥−1+2(1/2) = 0.

• If d( f ) ≥ 4, thenµ∗( f ) = µ( f ) ≥ 0.

Consider an arbitrary vertexv.

• If d(v) = 2, thenµ∗(v) = −2+2(1/3)+4/3 = 0.

• If d(v) = 3, thenµ∗(v) = −1+3(1/3) = 0.

• If d(v) = 4, thenµ∗(v) = µ(v) = 0.

• If d(v) = 5, thenv is incident to at most 2 triangles, soµ∗(v) ≥ 1−2(1/2) = 0.

• If 6 ≤ d(v) ≤ ∆− 2, thenv is incident to at mostd(v)
2 triangles. Thusµ∗(v) ≥ d(v)−4− d(v)

2 (1
2) =

3d(v)
4 −4 > 0.

• If d(v) = ∆− 1, then lett be the number of triangles incident tov. For each triangle incident tov,
at most one of the vertices of that triangle has degree 3. Thus, if v is incident tot triangles, then
µ∗(v) ≥ d(v)−4− t(1

2)− (d(v)− t)(1
3) = 2d(v)

3 −4− t
6. Sincet ≤ d(v)

2 , we getµ∗(v) ≥ 7
12d(v)− 4.

This expression is positive whend(v) ≥ 8.

• If d(v) = ∆, then lett be the number of triangles incident tov. For each triangle incident tov, at most
one of the vertices of that triangle has degree 3. Thus, ifv is incident tot triangles, thenµ∗(v) ≥
d(v)−4− 4

3 − t(1
2)− (d(v)− t)(1

3) = 2d(v)
3 − 16

3 − t
6. Sincet ≤ ⌊d(v)

2 ⌋, this expression is nonnegative
whend(v) ≥ 9.

�

3.1.2 Application to Edge-Choosability

We now have the necessary tools to prove our two main results.

Theorem 3.8. Let G be a planar graph that contains no kites. If∆ 6= 5, thenχ′
l (G) ≤ ∆ +1. If ∆ = 5, then

χ′
l (G) ≤ ∆ +2.

Proof: Let G be a connected graph. Harris [23] and Juvan et al. [32] showedthat G is (∆ + 1)-edge-
choosable when∆ = 3 and∆ = 4, respectively (even for nonplanar graphs). Thus, we only need to prove
the theorem when∆ ≥ 5. We consider separately the three cases∆ = 5, ∆ = 6, and∆ ≥ 7. In each case
we proceed by induction on the number of edges. The theorem holds trivially if |E(G)| ≤ 7. Note that if

39



•

•

••

•

• •

•
a|3

b|2c|6d|3e|1

f |5

g|3

h|3

i|7

j|2

6

36

4

6 3 6

6

Figure 3.1. The ten remaining uncolored edges. The number at each vertex is the degree of that vertex in G. The number on each

edge is the number of colors available to use on that edge after we have chosen colors for all edges not pictured.

d(u)+ d(v) ≤ k, then edgeuv is adjacent to at mostk− 2 other edges. We use this fact frequently in the
proof.

Consider the case∆(G) = 5. LetH be a subgraph ofG. Since∆(H)≤ 5, Lemma 3.6 implies thatH has
an edgeuv with d(u)+ d(v) ≤ 8. By hypothesis,χ′

l (H −uv) ≤ 7. Since edgeuv is adjacent to at most six
edges inH, we can extend the coloring to edgeuv.

Consider the case∆(G) ≥ 7. Let H be a subgraph ofG. Since∆(H) ≤ ∆(G), Theorem 3.4 and
Lemma 3.6 together imply thatH has an edgeuvwith d(u)+d(v) ≤ ∆(G)+2. By hypothesis,χ′

l (H−uv)≤
∆(G)+1. Since edgeuv is adjacent to at most∆(G) edges inH, we can extend the coloring to edgeuv.

Consider the case∆(G) = 6. Let H be a subgraph ofG. By Lemmas 3.5 and 3.6, we know that one of
the three conditions from Lemma 3.5 holds forH. We show that in each case we can remove some set of
edgesÊ, inductively color the graphH − Ê, then extend the coloring tôE.

(i) If H has an edgeuvwith d(u)+d(v) ≤ 8, then by hypothesisχ′
l (H −uv) ≤ 7. Since at most 6 colors

are prohibited from use onuv, we can extend the coloring touv.

(ii) If H has a 4-faceuvwxwith d(u) = d(w) = 3, then letC = {uv,vw,wx,xu}. By hypothesisχ′
l(H −

C ) ≤ 7. Since each of the four uncolored edges ofC has at most 5 colors prohibited, there are at least
two colors available to use on each edge ofC . Sinceχ′

l (C ) = 2, we can extend the coloring toC . (It is
well-known for every even cycleC thatχ′

l (C ) = 2, but for completeness note that we prove this in case (d)
of Lemma 3.10).

(iii) If G has a 6-vertex incident to 3 triangles, two of type(6,6,3) and the third of type(6,6,3), (6,5,4),
or (6,6,4), then we show how to proceed when the third triangle is type(6,6,4); this is the most restrictive
case. Let̂E be the set of edges of all three triangles, plus one additional edge incident to a vertex of degree
3 in one of the triangles. By hypothesis,χ′

l (G− Ê) ≤ 7. We show that we can extend the coloring toÊ.
The ten edges of̂E are shown in Figure 3.1, along with the number of colors available to use on each

edge. We useL(e) to denote the list of colors available for use on edgee after we have chosen colors
for all the edges not shown in Figure 3.1. Since|L(g)|+ |L( j)| > |L(h)|, either there exists some color
α ∈ L(g)∩L( j) or there exists some colorα ∈ (L(g)∪L( j))\L(h). If α ∈ L(g)∩L( j), we use colorα on
edgesg and j. Otherwise there existsα ∈ (L(g)∪L( j))\L(h). In this case, use colorα on g or j, then use
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some other available color on whichever ofg and j is uncolored. In either case, we can now color the rest
of the edges in the order:e,d,a,b, f ,c, i,h.

This completes the proof for the case∆(G) = 6. �

Theorem 3.9. If G is planar,G contains no kites, and∆(G) ≥ 9, thenχ′
l (G) = ∆(G).

Proof: Since edges with a common endpoint must receive distinct colors, χ′
l(G) ≥ ∆(G). So we need to

prove thatχ′
l (G) ≤ ∆(G). By induction on the number of edges, we prove that ifH is a subgraph ofG, then

χ′
l (H) ≤ ∆(G). Our base case is when∆(H)≤ 8. The result holds for the base case by Theorem 3.8.

Assume that∆(H)≥ 9. By Theorem 3.7 at least one of the following two conditionsholds:

(i) H has an edgeuvwith d(u)+d(v) ≤ ∆(H)+1.

(ii) H has an even cyclev1w1v2w2 . . .vkwk with d(vi) = 2.

Suppose condition (i) holds. By hypothesis,χ′
l (H − uv) ≤ ∆(G). Sinced(u) + d(v) ≤ ∆(H) + 1 ≤

∆(G)+1, we have at least one color available to extend the coloringto uv.
Suppose condition (ii) holds. LetC be the even cycle. By hypothesis,χ′

l (H−C )≤ ∆(G). After coloring
H − C , each edge ofC has at least two colors available. Since even cycles are 2-choosable, we can extend
the coloring toC . �

3.1.3 Planar graphs with∆(G) = 5

Proving that a planar graphG with no kites satisfiesχ′
l (G) ≤ ∆ +1 seems to be most difficult when∆ = 5.

This difficulty is reflected both in the results prior to this paper and in our results. We are unable to show that
a planar graphG with no kites and∆ = 5 satisfiesχ′

l (G)≤ ∆+1. There are two types of weaker conjectures
that naturally come to mind. Either we can forbid additionalsubgraphs (such as a 4-face), or we can require
that any two 3-faces ofG be further apart. Theorems 3.11 and 3.12 provide results of both types. Before
proving these results, in Lemma 3.10 we show that the six configurations in Figure 3.2 are reducible; that is,
if ∆ = 5 andG contains one of these configurations as a subgraph, thenG cannot be a minimal planar graph
that is not 6-edge-choosable.

In each of the six cases, we show how to choose colors for the edges ofG if one of the reducible
configurations is a subgraph ofG. Our plan is to choose colors for all edges ofĜ, the graph formed by
deleting the edges of the reducible configuration, which canbe done ifG is a minimal counterexample (i.e.
no counterexample has fewer edges), then to choose colors for the edges of the reducible configuration.
(Usually this final step involves short case analysis.) Our general technique is to show that for some edge
e in the reducible configuration, either we can use the same color on two edges that are adjacent toe or we
can use a color on some edge adjacent toe that is not inL(e). In the reducible configurations, the number at
each vertex is the degree of that vertex inG; the number on each edge is the number of colors available to
use on that edge after we have chosen colors for all edges not in the reducible configuration.

Lemma 3.10. None of the six configurations in Figure 3.2 appear as subgraphs of any minimal planar graph
G that has∆ = 5 and is not 6-edge-choosable.
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Figure 3.2. Six reducible configurations. The number at each vertex is the degree of that vertex in G. The number on each edge is

the number of colors available to use on that edge after we have chosen colors for all edges not in the reducible configuration.

Proof: (a) Since|L(a)|+ |L(d)| > |L(b)|, either there existsα ∈ L(a)∩ L(d) or there existsα ∈ (L(a)∪

L(d)) \L(b). Consider the first case. Useα on edgesa andd, then color edgese, c, andb, in that order.
Consider the second case. Ifα ∈ L(a) \ L(b), useα on a, then color edgese, c, d, andb, in that order.
Suppose instead thatα ∈ L(d)\L(b). (We assume thatα /∈ L(a).) If α ∈ L(c), useα onc, then colore, a, d,
andb, in that order. Ifα /∈ L(c), useα on d, then colora, e, c, andb, in that order.

(b) Since|L(a)|+ |L(e)| > |L(b)|, either there existsα ∈ L(a)∩L(e) or there existsα ∈ (L(a)∪L(e))\
L(b). Consider the first case. Ifα /∈ L(d), use colorα on edgesa ande, then color edgesc, d, andb, in
that order. Ifα ∈ L(d), use colorα on edgesa andd, then colorc, e, andb, in that order. Consider the
second case. Ifα ∈ L(a)\L(b), useα on edgea, then colorc, d, e, andb, in that order. Suppose instead that
α ∈ L(e)\L(b). If α ∈ L(d), then useα on d, then colorc, a, e, andb, in that order. Ifα /∈ L(d), then useα
on e, then colorc, d, a, andb, in that order. Note that if we replace the 4-vertex in (b) with a 3-vertex, no
fewer colors are available to use on edged, so the new configuration is also reducible.

(c) The reducibility of configuration (a) implies the reducibility of configuration (c), since (c) is a sub-
graph of (a) and each of the edges in (c) has the same number of colors available as the corresponding edge
in (a).

(d) If the lists of colors available on all four edges are identical, then we can alternate colors on the cycle
(i.e. use colorα on edgesa andc and use colorβ on edgesb andd). If two lists differ, we may assume
(without loss of generality) that there existsα ∈ L(a) \L(d). Use colorα on edgea, then color edgesb, c,
andd, in that order. In fact, we have proved the stronger statement that every even cycle is 2-choosable.

(e) If L(a) = L(b), useα ∈ L(g) \L(a) on edgeg. The remaining 6-cycle is 2-choosable. So assume
L(a) 6= L(b). Chooseα ∈ L(b)\L(a). If α /∈ L(g), useα on b, then color edgesc andd, in that order. The
remaining 4-cycle is 2-choosable. Similarly, ifα ∈ L(g) andα ∈ L(d), useα on edgesb andd, then colorc.
Again, the remaining 4-cycle is 2-choosable. So assumeα ∈ L(g) andα /∈ L(d). Useα on g, then colorb,
c, a, f , e, andd, in that order.
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(f) Since|L(a)|+ |L(c)| > |L(g)|, either there existsα ∈ L(a)∩L(c), or there existsα ∈ (L(a)∪L(c))\
L(g). Consider the first case. Useα on edgesa andc, then color edgesb, d, e, f , andg, in that order.
Consider the second case. Ifα ∈ L(a) \L(g), useα on a, then colorb, c, d, e, f , andg, in that order. If
insteadα ∈ L(c)\L(g), useα on c, then colorb, a, d, e, f , andg, in that order. �

In our proofs of Theorem 3.11 and Theorem 3.12, we would like to assume that any possible counterex-
amples to the theorems do not contain as subgraphs any of the configuration in Figure 3.2. To allow this
assumption, in these proofs we argue about aminimal counterexample. After proving Theorem 3.11, we
learned that it is a special case of result due to Wang and Lih [48]; however, for completeness, we include
our proof.

Theorem 3.11. If G is a planar graph with no 4-cycles and∆(G) = 5, thenG is 6-edge-choosable.

Proof: Let G be a minimal counterexample to the theorem. If there existsuv∈ E(G) with d(u)+d(v) ≤ 7,
we can choose colors for the edges ofG−{uv} (sinceG is a minimal counterexample), then choose a
color for uv since at most 5 colors are prohibited by adjacent edges. Thusfor each edgeuv, G must have
d(u)+d(v) ≥ 8. In particular,δ(G) ≥ 3. We use a discharging argument. We assign to each vertex or face
x the initial chargeµ(x) = d(x)−4. We use the following discharging rules:

(R1) For each large facef ,

• transfer a charge of 1/2 fromf to each incident 3-vertex.

• transfer a charge of 1/4 fromf to each incident 4-vertex that is incident to a triangle adjacent
to f .

(R2) For each vertexv of degree 4,

• transfer a charge of 1/4 fromv to each incident(5,4,4) triangle.

• transfer a charge of 1/2 fromv to each incident(4,4,4) triangle.

(R3) For each vertexv of degree 5, transfer a charge of 1/2 fromv to each incident triangle.

Now we show that for every vertex and faceµ∗ is nonnegative. Throughout the proof we implicitly use
the facts thatG has no 4-faces and thatG does not have two adjacent 3-faces (which imply a 4-cycle).

Consider an arbitrary vertexv.

• If d(v) = 3, thenv is adjacent to at least two large faces, soµ∗(v) ≥−1+2(1/2) = 0.

• If d(v) = 4, then we consider three cases, depending on the triangles incident tov. Note thatv is
incident to at most two triangles. Furthermore, ifv is incident to at least one trianglef , thenv is also
incident to two large faces that are adjacent tof ; each of these large faces givesv a charge of 1/4.

◦ If v is incident to no triangles, thenµ∗(v) = µ(v) = 0.

◦ If v is incident to at least one triangle, butv is not incident to a type (4,4,4), thenµ∗(v) ≥
0+2(1/4)−2(1/4) = 0
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◦ If v is incident to a type (4,4,4) and also incident to another triangle that receives charge from
v (type (4,4,4) or (5,4,4)), thenG contains the reducible configuration in Figure 3.2(c). So
if v gives charge to a type (4,4,4), thenv does not give charge to any other triangle. Thus
µ∗(v) = 0+2(1/4)−1(1/2) = 0.

• If d(v) = 5, thenv is adjacent to at most two triangles (otherwiseG contains a 4-cycle). Hence
µ∗(v) ≥ 1−2(1/2) = 0.

Consider an arbitrary facef .

• If d( f ) = 3, then sinced(u) + d(v) ≥ 8 for each edgeuv, there are five types of 3-faces we must
consider: (5,5,5), (5,5,4), (5,5,3), (5,4,4), and (4,4,4).

◦ If f is type (5,5,x) (for some value ofx), thenµ∗( f ) ≥−1+2(1/2) = 0.

◦ If f is type (5,4,4), thenµ∗( f ) = −1+1(1/2)+2(1/4) = 0.

◦ If f is type (4,4,4), thenµ∗( f ) = −1+3(1/2) > 0.

• If d( f ) = 4, then we contradict the present theorem’s hypothesis thatG contains no 4-cycles.

• If d( f ) = 5, then we consider three cases. Note that facef is incident to at most two 3-vertices.

◦ If f is incident to no 3-vertices, then sinceG does not contain the reducible configuration in
Figure 3.2(f), we may assume thatf gives charge to at most four 4-vertices. Thusµ∗( f ) ≥
1−4(1/4) = 0.

◦ If f is incident to one 3-vertex, thenf is incident to at most two 4-vertices. Thusµ∗( f ) ≥
1−1(1/2)−2(1/4) = 0.

◦ If f is incident to two 3-vertices, thenf is incident to no 4-vertices. Thusµ∗( f )= 1−2(1/2) = 0.

• If d( f ) ≥ 6, then lett be the number of 3-vertices incident tof . If a 3-vertex is incident tof , the
clockwise neighbor of that 3-vertex along facef must be a 5-vertex. Hence, iff is incident tot 3-
vertices, then the maximum number of 4-vertices incident tof is d( f )−2t. Soµ∗( f ) ≥ d( f )−4−
t(1/2)− (d( f )−2t)(1/4) = 3d( f )/4−4 > 0.

�

Before we prove our final result, we introduce one more definition. We say that verticesu andw are
successiveneighbors ofv if w is the next neighbor ofv that we encounter when we start atu and proceed
in a clockwise (or counterclockwise) manner aroundv. In particular, each neighbor of a vertexv has two
successive neighbors (with respect tov).

Theorem 3.12. Let G be a planar graph with∆(G) = 5. If the distance between any two triangles inG is at
least 2, thenG is 6-edge-choosable.
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Proof: Let G be a minimal counterexample to the theorem. If there exists an edgeuvwith d(u)+d(v) ≤ 7,
we can choose colors for the edges ofG−{uv} (sinceG is a minimal counterexample), then choose a
color for uv since at most 5 colors are prohibited by adjacent edges. Thusfor each edgeuv, G must have
d(u)+d(v) ≥ 8. In particular,δ(G) ≥ 3. We use a discharging argument. We assign to each vertex or face
x the initial chargeµ(x) = d(x)−4. We use the following discharging rules:

(R1) For each large facef , transfer a charge of 1/2 fromf to each incident 3-vertex.

(R2) For each vertexv of degree 5,

• transfer a charge of 1/3 fromv to each adjacent 3-vertex that is not incident to any large
face.

• transfer a charge of 1/6 fromv to each adjacent 3-vertex that is incident to a large face.

(R3) For each vertexv of degree 5 that is not incident to any triangle,

• transfer a charge of 1/6 fromv to each adjacent 4-vertex that is incident to a triangle.

• transfer a charge of 1/6 fromv to each adjacent 5-vertexw that is incident to a triangle
unless both successive neighbors ofw (with respect tov) are 3-vertices.

(R4) For every vertexv of degree 4 or 5, after all other applicable rules have been applied, transfer
any positive charge remaining atv to its incident triangle (ifv is incident to a triangle).

Now we show that for every vertex and faceµ∗ is nonnegative. We frequently make use of the following
fact. If vertexv is incident to triangleT, no neighbor ofv is incident to any triangle other thanT. We refer
to the neighbors ofv that are not incident toT asoff-triangleneighbors.

Consider an arbitrary facef .

• If d( f ) = 3, we do a case analysis based on the degrees of the vertices incident to f .

◦ If f is a type (4,4,4), letv be a 4-vertex onf . Each off-triangle neighbor ofv must be a 5-vertex
(sinceG does not contain the reducible configuration in Figure 3.2(c)). Thus,v receives a charge
of 1/6 from each of its off-triangle neighbors andµ∗( f ) = −1+6(1/6) = 0.

◦ If f is incident to a 5-vertex, we consider the case later, when weconsider all 5-vertices.

• If d( f ) = 4, thenµ∗( f ) = µ( f ) = 0.

• If d( f ) = 5, then f is incident to at most two 3-vertices. Thusµ∗( f ) ≥ 1−2(1/2) = 0.

• If d( f ) ≥ 6, thenµ∗( f ) ≥ d( f )−4− (d( f )/2)(1/2) = 3d( f )/4−4 > 0.

Consider an arbitrary vertexv.

• If d(v) = 3, then we consider two cases.

◦ If v is not incident to any large face, thenµ∗(v) = −1+3(1/3) = 0.

◦ If v is incident to a large face, thenµ∗(v) ≥−1+(1/2)+3(1/6) = 0.

• If d(v) = 4, thenµ∗(v) = µ(v) = 0.
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• If d(v) = 5, then we do a case analyis depending on the type of triangle incident tov, with a separate
case if no triangle is incident tov. At the same time that we show thatµ∗(v) ≥ 0 we will also show
thatµ∗( f ) ≥ 0 for the trianglef incident tov.

◦ If v is not on any triangle, then we consider four cases dependingon how many 3-vertices are
adjacent tov.

∗ If v is adjacent to at most one 3-vertex, thenµ∗(v) ≥ 1−4(1/6)−1(1/3) = 0.

∗ If v is adjacent to two 3-vertices, we consider two cases. If the two 3-vertices are succesive,
then they both lie on a large face (sinceG does not contain the reducible configuration in
Figure 3.2(d)), soµ∗(v) ≥ 1−5(1/6) > 0. If the two 3-vertices are not successive, then let
u be the neighbor ofv between the 3-vertices. Ifu is a 5-vertex, thenµ∗(v) ≥ 1−2(1/3)−

2(1/6) = 0. If u is a 4-vertex, then one of the 3-vertices adjacent tov must be incident to
a large face (sinceG does not contain the reducible configuration in Figure 3.2(e)). Thus
µ∗(v) ≥ 1−4(1/6)−1(1/3) = 0.

∗ If v is adjacent to three 3-vertices, then two 3-vertices must besuccessive. SinceG does
not contain the reducible configuration in Figure 3.2(d), these 3-vertices must lie on a large
face. Soµ∗(v) ≥ 1−4(1/6)−1(1/3) = 0.

∗ If v is adjacent to at least four 3-vertices, then each 3-vertex is incident to a large face, so
µ∗(v) ≥ 1−5(1/6) > 0.

◦ If v is incident to a triangle, we consider four cases depending on whetherv is incident to a type
(5,5,5), (5,5,4), (5,5,3), or (5,4,4).

In each of the cases below, letv be a 5-vertex, incident to a trianglef . We show that in each case
µ∗(v) ≥ 0 andµ∗( f ) ≥ 0. Our calculations ofµ∗(v) are beforev transfers any charge tof (but after all other
applicable rules) and thus represent the charge thatv transfers tof .

Case (5,5,5):If f is a type(5,5,5), we show thatv transfers a charge of at least 1/3 tof ; and thusµ∗( f ) ≥
−1+3(1/3) = 0. If v is adjacent to at most two 3-vertices, thenµ∗(v) ≥ 1−2(1/3) = 1/3. If v is adjacent
to three 3-vertices, then each adjacent 3-vertex has a 3-vertex as a successive neighbor. SinceG does not
contain the reducible configuration in Figure 3.2(d), each 3-vertex adjacent tov is incident to a large face
(and thus receives only a charge of 1/6 fromv). Soµ∗(v) ≥ 1−3(1/6) > 1/3.

Case (5,5,4):If f is a type(5,5,4), then letw be the 4-vertex incident tof and letx be the off-triangle
neighbor ofw that is incident to a face (call it̂f ) that is incident tov. We show that the charge received byf
from v andx totals at least 1/2. Sincef is incident to two 5-vertices,µ∗( f ) ≥−1+2(1/2) = 0. We consider
three cases. Ifv is adjacent to at most one 3-vertex, thenµ∗(v) ≥ 1−1(1/3) > 1/2. If v is adjacent to three
3-vertices, then each adjacent 3-vertex must be incident toa large face, soµ∗(v) ≥ 1−3(1/6) = 1/2. If v is
adjacent to two 3-vertices, then we consider two sub-cases.If either adjacent 3-vertex is incident to a large
face, thenµ∗(v) ≥ 1−1(1/3)−1(1/6) = 1/2. If each adjacent 3-vertex is not incident to a large face, then
let y be the 3-vertex that is adjacent tov and that is incident tôf . Since f̂ is not a large face or a triangle,
f̂ must be a 4-face. Sincey is a 3-vertex (and is adjacent tox), x must be a 5-vertex. Hence,w receives a
charge of 1/6 fromx. Sinceµ∗(v) ≥ 1−2(1/3) = 1/3, the total chargef receives fromv andx (via w) is at
least 1/3+1/6 = 1/2.
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Case (5,5,3):If f is a type(5,5,3), then we show thatv transfers a charge of at least 1/2 tof and thus
µ∗( f ) ≥−1+2(1/2) = 0. Letw be the 3-vertex on the triangle; we consider two cases. Ifv is not adjacent
to any 3-vertices besidesw, thenµ∗(v) ≥ 1− 1(1/3) > 1/2. If v is adjacent to a 3-vertex besidesw, then
v is adjacent to exactly one 3-vertex, andv is not adjacent to any 4-vertices (sinceG does not contain the
reducible configuration in Figure 3.2(b)); we consider two sub-cases. Ifw is incident to a large face, then
µ∗(v) ≥ 1− 1(1/3)− 1(1/6) = 1/2. If w is not incident to a large face, then letf̂ be the 4-face that is
incident to bothv andw. Let x be the other neighbor ofw on f̂ and lety be the other neighbor ofv on
f̂ . Both x andy are 5-vertices. To see this, note thaty cannot be a 3-vertex, sinceG does not contain the
reducible configuration in Figure 3.2(d) andy cannot be a 4-vertex sincev is not adjacent to any 4-vertices.
So by (R3),y gives a charge of 1/6 tov. Thus,µ∗(v) ≥ 1+1/6−2(1/3) = 1/2.

Case (5,4,4):If f is a type(5,4,4), then we consider two cases. Ifv is adjacent to no 3-vertices, thenv gives
a charge of 1 tof , soµ∗( f )≥−1+1= 0 andµ∗(v) = 1−1= 0. If v is adjacent to at least one 3-vertex, then
we show thatvalways gives a charge of at least 1/3 tof ; we consider two sub-cases. Ifv is adjacent to at most
two 3-vertices, thenµ∗(v)≥ 1−2(1/3) = 1/3. If v is adjacent to three 3-vertices, then each 3-vertex must be
incident to a large face, soµ∗(v)≥ 1−3(1/6) > 1/3. SinceG does not contain the reducible configuration in
Figure 3.2(a), all off-triangle neighbors of the two 4-vertices incident tof must be 5-vertices. Each of these
four 5-vertices gives a charge of 1/6 to one of the 4-vertices, soµ∗( f ) ≥−1+4(1/6)+1(1/3) = 0. �

3.2 Planar subcubic graphs with large girth

In this section we use discharging to prove upper bounds on the list-chromatic numbers of squares of planar
graphs with large girth. More precisely, givenk, we seek the smallest threshold on the girth ofG that will
guarantee thatG2 is k-choosable.

Define a graphG to bek-minimal if G2 is notk-choosable, but the square of every proper subgraph ofG
is k-choosable. Aconfigurationis a graph that may arise as an induced subgraph ofG. Let a configuration
bek-reducibleif it cannot appear in ak-minimal graph (we will be interested in the casesk = 6 andk = 7).

As a further refinement, we say that a configuration is 6′-reducible if it cannot appear in a 6-minimal
graph with girth at least 7. Note that whenk ≥ 4, a k-minimal subcubic graph contains no 1-vertex (if
dG(x) = 1 andG is k-minimal, thendG2(x) = dG(y) ≤ 3, wherey is the neighbor ofx in G; sinceG2−x =

(G− x)2 whendG(x) = 1, we can choose colors for(G\ {x})2 from its lists and have a color remaining
available inL(x) to complete a proper coloring ofG2). Therefore, we assume henceforth thatδ(G) ≥ 2.

The definition ofk-minimal requires that(G−S)S is k-choosable wheneverS⊆V(G), but it does not
require the stronger statement thatG2 −S is k-choosable (G2 −S may have edges withinNG(S) that do
not appear in(G−S)2. This is a subtle but important distinction. To avoid trouble, we will consider only
reducible configurationsH such thatG2 \V(H) = (G\V(H))2. Otherwise, we may face difficulties as in
the next paragraph.

Here we give a fallacious proof thatχl (G2) ≤ 7 for every subcubic planar graphG with girth at least 6.
A vertex of degree at most 2 forms a 7-reducible configurationin G, since it has degree at most 6 inG2. Let
G be a 7-minimal subcubic planar graph with girth at least 6. Every planar graph with girth at least 6 has
a vertexv of degree at most 2 (by Lemma 1.2). If we can choose color forG2 \ {v}, then we can extend
the coloring tov. Unfortunately,k-minimality only implies that we can choose colors for(G− v)2, not for
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G2−v, which may have one additional edge joining the verticesu andw of NG(v). Hence we cannot apply
the induction hypothesis.

In Section 3.2.1 and Section 3.2.2 we obtain girth thresholds for 7-choosability and 6-choosability of
the square of a subcubic planar graph. The outlines of the twoproofs are very similar. In each, we obtain
four reducible configurations (forbidden ink-minimal graphs with appropriate girth). Withg = 7 when
k = 7 andg = 9 whenk = 6, we show that mad(G) ≥ 2g

g−2 for a k-minimal graph that avoids the reducible
configurations. On the other hand, the well-known lemma we proved as Lemma 1.2 states that mad(G) <
2g

g−2. The contradiction prohibitsk-minimal graphs and proves the theorem.

3.2.1 Planar subcubic graphs with girth at least 7

We now prove thatχl (G2) ≤ 7 whenG is a subcubic planar graph with girth at least 7. As observed above,
it suffices to obtain four 7-reducible configurations such that every subcubic graphG with mad(G) < 14

5

contains at least one of them.

Lemma 3.13. The following configurations are7-reducible (they cannot appear in a7-minimal subcubic
graph).
Configuration 1: two adjacent 2-vertices.
Configuration 2: two 2-vertices with a common neighbor of degree 3.
Configuration 3: two adjacent 3-vertices having distinct 2-vertices as neighbors.
Configuration 4: a 3-vertex whose neighbors all have degree 3 and have distinct 2-valent neighbors.

Proof: Configuration 1: Let v1 andv2 be two adjacent 2-vertices, and letH = G− v1− v2. By the min-
imality of G, H2 has a proper coloring from any lists of size 7. We have coloredat most five vertices of
NG2(vi), for eachi. Hence we can choose colors fromL(v1) andL(v2) in turn to extend the coloring toG2.

Configuration 2: Let v1 and v2 be 2-vertices with a common neighboru of degree 3, and letH =

G−{v1,v2,u}. Again H2 has a proper coloring from its lists. We have colored at most four vertices in
NG2(vi) and at most five vertices inNG2(u). Choosing colors for the remaining vertices in the orderu,v1,v2

allows us to extend the coloring toG2.
Configuration 3: Let u1 andu2 be adjacent 3-vertices having distinct neighborsv1 andv2 of degree 2,

respectively, and letH = G−{v1,v2,u1,u2}. Again H2 has a proper coloring from its lists. For each of
the four remaining vertices, we have colored at most four of the vertices in its neighborhood inNG2. If we
complete the coloring in the orderu1,u2,v1,v2, then when we reach each vertex, we have colored at most
six vertices in its neighborhood inG2, and a color remains available in its list.

Configuration 4: Let w be a 3-vertex have neighborsu1, u2, andu3 of degree 3, adjacent to distinct
verticesv1, v2, andv3 of degree 2, respectively. LetH = G−{v1,v2,v3,u1,u2,u3,w}. AgainH2 has a proper
coloring from its lists. Forw, ui , or vi , we have colored at most three vertices, four vertices, or four vertices
from its neighborhood inG2, respectively. We choose colors for eachui and thenw and then eachvi . When
we reach each of these vertices, we have colored at most six vertices in its neighborhood inG2, and a color
remains available in its list. �
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Lemma 3.14. Let G be a minimal graph such thatχl (G2) > 7. For v ∈ V(G), let M1(v) and M2(v) be
the number of 2-vertices at distance 1 and distance 2 fromv in G, respectively. Ifv is a 3-vertex, then
2M1(v)+M2(v) ≤ 2. If v is a 2-vertex, then2M1(v)+M2(v) = 0.

Proof: A 7-minimal graph cannot contain one of the four 7-reducibleconfigurations obtained in Lemma 3.13.
We show that ifG has a vertexv such that the quantity 2M1(v)+M2(v) is larger than claimed, thenG con-
tains such a configuration.

If v is a 2-vertex andM1(v)+ M2(v) > 0, thenG contains Configuration 1 or Configuration 2. Hence
2M1(v) + M2(v) = 0 for every 2-vertexv. If v is a 3-vertex, thenM1(v) > 1 yields Configuration 2. If
M1(v) = 1 andM2(v) ≥ 1, thenG contains Configuration 3. IfM1(v) = 0 andM2(v) ≥ 3, thenG contains
Configuration 4. Hence 2M1(v)+M2(v) ≤ 2. �

Theorem 3.15. If G is a subcubic graph withMad(G) < 14
5 , thenχl (G2) ≤ 7.

Proof: Let G be a minimal counterexample to the theorem. By Lemma 3.14, each 3-vertexv satisfies
2M1(v)+M2(v) ≤ 2 and each 2-vertexv satisfies 2M1(v)+M2(v) = 0. We show that these bounds require
mad(G) ≥ 14

5 . We use discharging to average out the vertex degrees, raising the degree “assigned” to 2-
vertex until every vertex is assigned at least 14/5. The initial chargeµ(v) for each vertexv is its degree. We
use a single discharging rule:

R1: Each 3-vertex gives15 to each 2-vertex at distance 1 and gives1
10 to each 2-vertex at distance 2.

Let µ∗(v) be the resulting charge atv. Each 2-vertex has distance at least 3 from every other 2-vertex. If
d(v) = 2, we therefore haveµ∗(v) = 2+2(1

5)+4( 1
10) = 14

5 . Since 2M1(v)+M2(v) ≤ 2 whend(v) = 3, we
obtain µ∗(v) = 3− 1

5M1(v)− 1
10M2(v) = 3− 1

10(2M1(v) + M2(v)) ≥ 3− 1
5 = 14

5 in this case. Since each
vertex now has charge at least14

5 , the average degree is at least14
5 , a contradiction. �

Corollary 3.16. If G is a planar subcubic graph with girth at least 7, thenχl (G2) ≤ 7.

Proof: Lemma 1.2 yields mad(G) < 14
5 . By Theorem 3.15, this implies thatχl (G2) ≤ 7. �

3.2.2 Planar subcubic graphs with girth at least 9

We now prove thatχl (G2) ≤ 6 whenG is a subcubic planar graph with girth at least 9. Recall that a
configuration is 6′-reducible if it cannot appear in a 6-minimal graph with girth at least 7. As observed above,
it suffices to obtain a set of 6′-reducible configurations such that every subcubic graphG with mad(G) < 14

5

contains at least one of them.
Note that adjacent vertices of degree 2 form a reducible configuration, since deleting them from a 6′-

minimal graph leaves a graphH such thatH2 is 6-choosable, and for each of the deleted vertices only four
neighbors inG2 are colored when colors are chosen forH2 from its lists. Hence we may assume thatG has
no adjacent 2-vertices.

We will prove that also the four configurations shown in Figures 3.3a, 3.3b, 3.4a, and 3.4b are 6′-
reducible. We begin with a definition: Ifv is a 3-vertex, then we say thatv is of class iif v hasi neighbors
of degree 2.
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Figure 3.3. Two 6′-reducible subgraphs. (a) Two adjacent class 2 vertices v1 and v2. (b) A class 3 vertex v1 and a class 2 vertex v2

at distance 2.

Lemma 3.17. Adjacent class 2 vertices, with their incident 2-neighbors, form a6′-reducible configuration,
shown on the left in Figure 3.3.

Proof: Let v1 andv2 be adjacent class 2 vertices. Letu1 andu2 be the other neighbors ofv1, and letu3 and
u4 be the other neighbors ofv2. Let H = G−{v1,v2,u1,u2,u3,u4}. By the minimality ofG, H2 has a proper
coloring from any lists of size 6. We have colored three vertices ofNG2(ui) and two vertices ofNG2(v j) for
eachi and j. SinceG has girth at least 7, each ofu1 andu2 has distance 3 from each ofu3 andu4. For each
remaining vertexx, let L′(x) be the list of remaining available colors atx.

We have|L′(ui)| ≥ 3 and|L′(v j)| ≥ 4 for eachi and j; by discarding colors if necessary, we may assume
equality. These sizes are not quite big enough to color greedily in a specified order. However, we can choose
a color forv1 that leaves three colors available atu1. After assigning this color tov2, we have three available
colors remaining at each ofu1 andv2, but only two at each of{u2,u3,u4}. By choosing colors at vertices in
the orderu3,u4,v2,u2,u1, we complete the extension to anL-coloring ofG2. �

Lemma 3.18. A configuration that consists of two 3-vertices with a commonneighboru of degree 2, plus
all their incident 2-vertices, is6′-reducible if one of the 3-vertices is class 3 and the other isclass 2 or
class 3. (This configuration is shown on the right in Figure 3.3.) Furthermore, ifG is any graph containing
this configuration andL is a 6-uniform list assignment such thatG2 − u has anL-coloring, thenG2 has
L-colorings in whichu has distinct colors.

Proof: Let v1 andv2 be such 3-vertices, withu3 being their common neighbor. Letu1 andu2 be the other
neighbors ofv1 (having degree 2). Letu4 be another 2-vertex adjacent tov2. LetH = G−{v1,v2,u1,u2,u3,u4}.
By the minimality ofG, H2 has anL-coloring. LetL′(x) denote the list of remaining available colors for
eachx in V(G)−V(H). Note that|L′(u1)| ≥ 3, |L′(u2)| ≥ 3, |L′(u3)| ≥ 5, |L′(u4)| ≥ 2, |L′(v1)| ≥ 4, and
|L′(v2)| ≥ 2. We may assume that equality holds for each. (SinceG has girth at least 7, note thatu4 has
distance at least 3 from each ofu1, u2, andv1.)

Since|L′(v1)| = 4 and|L′(u1)| = 3, we can choose forv1 a colorc in L′(v1)− L′(u1). Next choose a
color for v2 and then foru4. At this point,{u3,u2,u1} remain to be colored, with remaining lists of sizes
2,2,3, respectively. We can use either remaining color onu3 and then choose colors foru2 andu1. We have
producedL-colorings having distinct colors atu3. �

We use the termH-configurationto denote the configuration consisting of a class 1 vertex adjacent to
two class 2 vertices, plus all the 2-vertices adjacent to these three. AnH-configuration is shown on the left
in Figure 3.4).
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Figure 3.4. An H-configuration and a Y-configuration; both configurations are 6′-reducible. (a) An H-configuration: a class 1 vertex

v2 is adjacent to two class 2 vertices v1 and v3. (b) A Y-configuration: a class 1 vertex v2 is adjacent to a class 2 vertex v3 and a

class 1 vertex v4, and is distance two from a class 3 vertex v1.

Lemma 3.19. An H-configuration is6′-reducible.

Proof: Let G be a 6′-minimal graph, and letL be a 6-uniform list assignment forG. Let v1,v2,v3,u1, u2,
u3, u4, u5 be the vertices of anH-configuration inG as labeled in Figure 3.4). LetH be the subgraph ofG
obtained by deleting the vertices of the configuration. By the minimality ofG, H2 has anL-coloring. Let
L′(x) denote the list of remaining available colors for each uncolored vertexx in G. Note that|L′(ui)| ≥ 3,
|L′(v1)| ≥ 4, |L′(v3)| ≥ 4, and|L′(v2)| ≥ 5. We may assume that equality holds. Since|L′(v2)| > |L′(u3)|,
we can choose forv2 a color c in L′(v2)− L′(u3). This reduces the lists other thanL′(u3) by 1, but the
remaining lists are big enough to choose colors for verticesin the orderu1,u2,v1,u3,v3,u4,u5. This extends
theL-coloring toG2. �

We use the termY-configurationto denote the configuration consisting of four 3-verticesv1,v2,v3,v4

and their adjacent neighbors of degree 2, where the classes of the 3-vertices are 3,1,2,1, respectively, with
v3,v2,v4 forming a path in order andv1 having a common neighbor withv2. The configuration is shown on
the right in Figure 3.4.

Lemma 3.20. A Y-configuration is6′-reducible.

Proof: Let G be a 6′-minimal graph, and letL be a 6-uniform list assignment forG. Let v1,v2, v3, v4, u1, u2,
u3, u4, u5, u6 be the vertices of anL-configuration inG as labeled in Figure 3.4). LetH = G−{v1,u1,u2,u3}.
By the minimality ofG, H2 has anL-coloring. Note that the four uncolored vertices form a clique inG2.
Let L′(x) denote the list of remaining available colors for each uncolored vertexx in G. EachL′(x) has size
at least 3. Furthermore, the coloring extends to anL-coloring ofG2 unless the remaining lists all have size
3 and are equal.

Note that after verticesv1, u1, u2, andu3 are deleted, the subgraph induced by verticesv2, v3, v4, u4, u5,
andu6 is the same subgraph shown to be 6′-reducible in Lemma 3.18. By Lemma 3.18,H2 has a recoloring
such thatv2 gets a different color than it currently has. Under this recoloring of H2, the lists of available
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colors forv3,u1,u2, andu3 are no longer identical. Hence, the recoloring ofH2 extends to anL-coloring of
G2. �

Theorem 3.21. If G is a subcubic graph withMad(G) < 18
7 and girth at least 7, thenχl(G2) ≤ 6.

Proof: Let G be a 6′-minimal graph. As in Theorem 3.15, it suffices to show that ifG contains none of
the 6′-reducible configurations in Lemmas 3.17, 3.18, 3.19, or 3.20, thenMad(G) ≥ 18

7 . Again we use a
discharging argument with initial charge equal to degree and adjust the charge so that each vertex retains
charge at least18

7 . We use three discharging rules.

R1: Each 3-vertex gives27 to each adjacent 2-vertex.

R2: Each class 0 vertex gives17 to each adjacent 3-vertex.

R3: Each class 1 vertex gives17 to each adjacent class 2 vertex and gives1
7 to each class 3 vertex at

distance 2.

Let µ∗ (v) denote the resulting charge at vertexv.
We observed that a 6′-minimal graph has no adjacent 2-vertices. Therefore,µ∗(v) = 2+2(2

7) = 18
7 when

d(v) = 2, and hence it suffices to consider 3-vertices.
If v is class 0, thenµ∗(v) = 3−3(1

7) = 18
7 .

If v is class 2, then by Lemma 3.17 vertexv is adjacent to a class 1 vertex or a class 0 vertex (a class 3
vertex is not adjacent to another vertex of degree 3). Henceµ∗(v) = 3−2(2

7)+ 1
7 = 18

7 .
If v is class 3, then by Lemma 3.18 each 3-vertex at distance 2 fromv is a class 1 vertex. Hence

µ∗(v) = 3−3(2
7)+31

7 = 18
7 .

Finally, let v be class 1. By Lemma 3.19,v is adjacent to at most one class 2 vertex (and no class 3
vertex). Also,v is distance 2 from at most one class 3 vertex. Hencev gives away2

7 to its neighbor of degree
2 and 1

7 to each of at most two vertices of degree 3. Henceµ∗(v) ≥ 18
7 unlessv is adjacent to one class 2

vertexw, has distance 2 from a class 3 vertexx, and does not receive17 from its other neighbory of degree
3. Hencey cannot be class 0; it must be class 1. This leaves us with aY-configuration, wherev1 = x, v2 = v,
v3 = w, andv4 = y. By Lemma 3.20,G contains no such configuration. �

Corollary 3.22. If G is a planar subcubic graph with girth at least 9, thenχl (G2) ≤ 6.

Proof: From Lemma 1.2, we see thatMad(G) < 18
7 . By Theorem 3.21, this implies thatχl (G2) ≤ 6. �

3.2.3 Efficient Algorithms

The proofs of Theorems 3.15 and 3.21 are examples of a large class of discharging arguments that convert
easily into linear-time algorithms. The algorithm for eachconsists of finding a reducible configurationH
(7-reducible for Theorem 3.15 and 6′-reducible for Theorem 3.21), recursively coloringG2 \V(H), then
extending the coloring toG2. To achieve a linear running time, we need to find the reducible configuration
in amortized constant time. We make no effort to discover theoptimal coefficient on the linear term in the
running time; we only outline the technique to show that the algorithm can be made to run in linear time.
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First we decomposeG, by removing one reducible configuration after another; when we remove a
configuration fromG, we add it to a listA (of removed configurations). After decomposingG, we build the
graph back up, adding elements ofA in the reverse of the order they were removed. When we add backan
element ofA, we color all of its vertices. In this way, we eventually reach G, with every vertex colored. We
call these two stages the decomposing phase and the rebuilding phase. Rebuilding takes constant time per
configuration. We must show how to find configurations to remove during the decomposing phase.

Our plan is to maintain a listB of reducible configurations. We begin with a preprocessing phase, in
which we store inB every reducible configuration in the original graph. Using brute force, we can do this
in linear time, since we have only a constant number of reducible configurations, each configuration has
bounded size, and each vertex appear in at most a constant number of reducible configurations.

When we remove a reducible configurationH from G, we may create new reducible configurations. We
can search for these new reducible configurations in constant time, since they must be adjacent toH. We
add each new reducible configuration toB. In removingH, we may have destroyed one or more reducible
configurations inB (for example, they may contain vertices ofH). We ignore the destroyed configurations
in B. At every point in time,B contains all the reducible configurations in the remaining graph, along with
possibly many “destroyed” reducible configurations.

Therefore, when we choose a configurationH from B to remove from the remaining graph, we must
verify thatH has not been destroyed. IfH has been destroyed, then we discard it and proceed to the next
configuration inB. We will show that the entire process of decomposingG (and buildingA) takes linear
time. (However, during the process, the time required to finda particular configuration to add toA may not
be constant.)

Theorems 3.15 and 3.21 guarantee that as we decomposeG, list B will never be empty. Our only concern
is that perhapsB may contain “too many” destroyed configurations. It sufficesto show that throughout both
the preprocessing phase and the decomposing phase, only a linear number of configurations can be added
to B. In the original graphG, each vertex can appear in only a constant number of reducible configurations;
hence, in the preprocessing phase, only a linear number of reducible configurations are added toB.

During the decomposing phase, if we remove a destroyed configuration fromB, we discard it without
adding any configurations toB. If we remove a valid configuration fromB, we add only a constant number of
configurations toB. Each time we remove a valid configuration fromB, we decrease the number of vertices
in the remaining graph; hence we remove only a linear number of valid configurations fromB. Thus, during
the decomposing phase, we add only a linear number of configurations toB. As a result, the decomposing
phase runs in linear time.

During the rebuilding phase, we use constant time to add a configuration back, and constant time to
color the configuration’s vertices (we do this using the lemma that proved the configuration was reducible).
List A contains only a linear number of configurations, hence, the rebuilding phase runs in linear time.

Since the preprocessing phase, decomposing phase, and rebuilding phase all run in linear time, our
complete algorithm runs in linear time.
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Chapter 4

(7,2)-edge-choosability of cubic graphs

Question 4.1. What is the minimum integerr such that if we give lists of sizer to the edges of a 3-regular
graph, then we can choose sublists of size 2 so that the sublists for incident edges are disjoint?

A graph is(r,s)-edge-choosableif whenever each edge is given a list ofr colors, we can choose a sublist
of scolors for each edge so that incident edges receive disjointsublists. Given a graphG and an integers, it
is natural to ask for the minimumr such thatG is (r,s)-choosable.

In a Problem of the Month, Bojan Mohar asked what the minimumr is such that every 3-regular graph
is (r,2)-edge-choosable. He conjectured that every 3-regular graph is (7,2)-edge-choosable and suggested
the Petersen graph as a candidate for a counterexample.

It is not difficult to show that every 3-regular graph is (8,2)-edge-choosable, using a generalization of
Brooks’ Theorem. Tuza and Voigt [43] proved that: If a connected graphG is not complete and not an odd
cycle, thenG is (∆(G)m,m)-vertex-choosable for allm≥ 1. Since the line graph of a 3-regular graph has
maximum degree 4, every 3-regular graph is (8,2)-edge-choosable.

It is also not difficult to construct a 3-regular graph that isnot (6,2)-edge-choosable. FormG by sub-
dividing an edge ofK4. We see by inspection thatG is not (6,2)-edge-colorable and thus is not (6,2)-
edge-choosable. Hence, any 3-regular graph that containsG is not (6,2)-edge-choosable. As a result, the
conjecture that every 3-regular graph is (7,2)-edge-choosable is sharp if true.

In this section, we show that every 3-edge-colorable graph is (7,2)-edge-choosable and that the Petersen
graph is (7,2)-edge-choosable. Ellingham and Goddyn [12] showed that planard-regulard-edge-colorable
multigraphs ared-edge-choosable (thus planar cubic graphs are (6,2)-edge-choosable). Recently, Haxell
and Naserasr [24] showed that the Petersen graph is (6,2)-edge-choosable. Showing that lists of size only
6 suffice is a stronger result. However, both papers use the Alon-Tarsi Theorem and thus provide only
existence proofs. Here we give a simple algorithm for choosing the colorings from lists of size 7.

Each edge of a 3-regular graph is incident to four other edges. Thus, we could have as many as eight
restrictions on the colors we choose for an edge. Our main idea is to show that we can choose colors for two
of these incident edges, while only increasing the number ofrelevant restrictions by one.
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4.1 The Key Lemma

Our main lemma is a generalization of the well-known result [42] that even cycles are(2m,m)-edge-
choosable. To understand the following proof, it may be useful to consider the case whenG is an even
cycle. In general, however,B need not be a matching.

Lemma 4.2. Let A = {a1,a2, . . . ,ak} be a matching andB = {b1,b2, . . . ,bk} be an edge set such thatbi is
incident toai andai+1, but not incident to any other edge inA (the subscript indices are viewed modulok).
Let the list assigned to edgee beL(e), with all the lists having the same size. It is possible to choose one
color for each edge ofA from its list so that at most one color inL(bi) is used onai andai+1.

Proof: We will choose a colorc(e) for each edgee in A∪B.
If the lists for all edges nA∪B are identical, then use the same color on each edge ofA. If the lists are

not all identical, then lists differ for two successive edges in the alternating lista1,b1,a2,b2, . . .an,bn. We
may assume that these area1 andbn.

Choosec(a1) /∈ L(bn). If c(a1) /∈ L(b1), then we have the freedom to choosec(a2) from L(a2) arbitrarily.
If c(a1) ∈ L(b1)∩ L(a2), then letc(a2) = c(a1). Finally, if c(a1) ∈ L(b1)− L(a2), then we can choose
c(a2) ∈ L(a2)−L(b1). In each case, at most one of the colors chosen for the edgesa1 anda2 incident tob1

is in L(b1).
Continue in the same manner choosing colors for edgesa3,a4, . . .an, so that at most one color fromL(bi)

is used onai andai+1. Finally, alsobn has at most one color prohibited, sincec(a1) /∈ L(bn). �

Corollary 4.3. [42] Even cycles are(2m,m)-edge-choosable.

Proof: Partition the edges of the cycle into two matchings,A andB. Simultaneously choose one color for
each edge ofA as guaranteed by Lemma 5.5. Repeat this stepm times. (Each time we repeat this step, it
may be necessary to restrict the size of some lists by 1, so that all lists have equal sizes.) At this point, each
edge ofB has at leastmavailable colors. �

It is not immediately obvious that Lemma 5.5 can be used to prove anything more than Corollary 4.3.
Its power lies in choosing the edge setsA andB cleverly.

Theorem 4.4. Graphs that are 3-edge-colorable are (7,2)-edge-choosable.

Proof: Let G be a 3-edge-colorable graph. It is straightforward to add edges and vertices toG to form a
cubic graph that is 3-edge-colorable. We may thus assume that G is cubic and 3-edge-colorable, since every
subgraph of a (7,2)-edge-choosable graph is (7,2)-edge-choosable.

Let J, K, andL be the three color classes that partitionE(G). Since the graph is cubic, the color classes
have the same size. We apply Lemma 5.5 twice. First apply Lemma 5.5 withJ asA andK asB. At this
point, we have choosen one color for each edge ofJ. The lists of colors remaining available have size at
least 6 for edges ofJ andK and size at least 5 for edges ofL. Now apply Lemma 5.5 withJ asA andL as
B. (Since the lemma requires that all list sizes be the same, arbitrarily restrict the lists on edges inJ andL
to sets of size 5 before applying the lemma.) After doing this, we have chosen two colors for each edge inJ
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but no colors for any edge inK or L. Each edge ofK andL has at least four colors remaining available in its
list. Since the edges ofK andL form vertex-disjoint even cycles, we may apply Lemma 4.3 to each cycle to
complete the selection of the coloring. �

We can use the ideas in Theorem 4.4 to prove that many other graphs are (7,2)-edge-choosable.
A snark is a bridgeless 3-regular graph with edge-chromatic number4, girth at least 5, and cyclic-

connectivity at least 4. Snarks first became of interest because the 4 Color Theorem is equivalent to the fact
that there are no planar snarks. They remain of interest because many important conjectures are known to
be true if and only if they are true for snarks.

Theorem 4.5. If a 3-regular graphG has girth at least 5 and has an edgeuv such thatG\{u,v} is Hamilto-
nian, thenG is (7,2)-edge-choosable.

Proof: The ideas in this proof are similar to those used to prove that3-edge-colorable graphs are (7,2)-edge-
choosable. To understand the proof, it may be convenient to consider the Petersen graph (shown below),
which is the simplest class 2 graph to which the theorem applies.

Let a1,a2, . . . ,an−2 denote the edges of the Hamiltonian cycle inG\{u,v}. Let bi denote the edge that
is incident toai andai+1. Note that oftenbi = b j for i 6= j; in fact, each edge not on the Hamiltonian cycle is
labeled as two distinctbi except for edgeuvand the four edges incident touv. Let p andq be the subscripts
of thebis incident to vertexu and letr ands be the subscripts of thebis incident to vertexv; assume that
p < q andr < s (also assumeq < s).

If L(ai) = L(bi) = L(ai+1) for all i, then by transitivity, the lists on all edges are the same. Inthat case
we can use colors 1 and 2 on all thebis; Then we are done, since the Hamiltonian cycle has lists of size 5
and is (4,2)-edge-choosable. So assume that not all the lists are the same.

We may assume that an pair of incident edgesai andbi have distinct lists; by renaming the edges, we
may assume thatL(a1) 6= L(b1). Choosec(b1) /∈ L(a1); removec(b1) from L(a2) (if c(b1) /∈ L(a2), then
remove an arbitrary color fromL(a2)). We also must removec(b1) from the lists on other edges incident
to edgeb2; so if edgeb2 is also edgeb j , then we also removec(b1) from L(a j) andL(a j+1). Now since
|L(b2)| = 7 and|L(a2)| = 6, we can choosec(b2) /∈ L(a2). After we removec(b2) from L(a3), we have
|L(b3)| > |L(a3)|. Continuing like this, we always have|L(bi)| > |L(ai)| at the time we choosec(bi). The
two possible exceptions to this arei = q and i = s; this is because our choice forc(bp) reduced the size of
L(bq) but not the size ofL(aq), similarly c(br ) reduced|L(bs)| but not |L(as)|. When we need to choose
c(bq), we do so arbitarily (we will save a color on edgeaq later). When we need to choosec(bs), we choose
arbitarily fromL(bs)\L(uv) (this is possible because at this point|L(bs)|= 6 and|L(uv)| = 4, since we have
removedc(bp), c(bq), andc(br ) from L(uv)). After we have chosen one color for each edgebi , we choose
a second color each forbq andbs. SinceG has girth at least 5, note that(q−1) /∈ {p, r,s}; thus, we have
already chosen two colors for edgebq−1. This means that|L(aq)| = 4, but |L(bq)| = 5; so we can choose a
second color forbq, this one fromL(bq) \L(aq). Similarly, we can choose a second color forbs, this one
from L(bs) \ L(br). At this point, |L(uv)| = 2, so we choose two colors for edgeuv. Next, we choose a
second color for each ofbp andbr . Each edge on the Hamiltonian cycle has four colors available, so we can
finish the coloring since even cycles are (4,2)-edge-choosable. �
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Figure 4.1. The Petersen Graph on the torus with one crossing.

Corollary 4.6. All snarks on at most 24 vertices are (7,2)-edge-choosable;so are the double star snark,
the Szekeres snark, the Goldberg snark, the Watkins snarks of orders 42 and 50, and all cyclically 5-edge-
connected snarks of order 26.

Proof: Cavicchioli et al. give drawings of all snarks on at most 24 vertices (there are 67 such non-
isomorphic snarks) as well as all cyclically 5-edge-connected snarks of order 26. Their drawings are de-
signed to illustrate that the snarks are almost Hamiltonian, but they also make it easy to see that each snark
satisfies the hypotheses of Theorem 4.5. Each of the other snarks listed in the theorem also has an edgeuv
such thatG\{u,v} is Hamiltonian. �

In fact, we do not know of any snarks that do not satisfy the hypotheses of Theorem 4.5. This leads us
to conjecture the following.

Conjecture 4.7. Every snarkG has some edgeuv such thatG\{u,v} is Hamiltonian.

If true, this conjecture implies that all snarks are(7,2)-edge-choosable.

4.2 2-sum-chromatic number

We would like to show that many more 3-regular class 2 graphs are (7,2)-edge-choosable. Our plan is to
generalize the technique we used to show that 3-regular class 1 graphs are(7,2)-edge-choosable. Initially,
we consider 3-regular graphs with a 1-factorM. We will choose colors for the edges ofM so that we save
colors on the edges in the 2-factorE(G)\M. As in the proof of Theorem 4.4, we will aim to save an average
of one color per edge of the 2-factor. SinceG is not class 1, the 2-factor will contain odd cycles. It is easy
to see that odd cycles are not(4,2)-edge-choosable (since they are not(4,2)-edge-colorable). Thus, we
consider list size assignmentsf for the cycleCk, such thatCk is ( f ,2)-edge-choosable and the sum of the list
sizes is 4k. Since the line graph of a cycle is isomorphic to the cycle, weassign lists to and choose colors for
the vertices of the cycle (rather than the edges). For a graphG, we writeχsc(G,2) to denote the minimum
sum of list sizesf such thatG is ( f ,2)-choosable; we call this the 2-sum-chromatic number ofG.
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Lemma 4.8. The 2-sum-chromatic number ofPk is 4k−2.

Proof: To prove the upper bound, letf (v1) = 2 and f (vi) = 4 for all i > 1. We greedily choose colors
for the vertices in order of increasing subscript. We restate the lower bound as follows. Given a list size
assignmentf on a pathPk, if the sum of the list sizes is at most 4k−3, thenPk is not( f ,2)-choosable. We
prove the lower bound by induction on the number of vertices in the path with list sizes either 2, 5, or 6. For
the base case, assume that no vertices have list sizes 2, 5, or6; thus, at least three vertices have list size 3.

Suppose that two successive vertices with list size 3 are separated by an even number of vertices (say
2l ) with list size 4, then we assign the list{a,b,c} to the vertices with list size 3 and the list{a,b,c,d} to
the vertices with list size 4. Each of the colorsa, b, andc can appear on at mostl +1 of these vertices and
color d can appear on at mostl vertices; since 3(l +1)+1< 2(2l +2), the path is not( f ,2)-chooable.

Suppose instead that each pair of successive vertices with list size 3 are separated by an odd number of
vertices with list size 4. Letu1, u2, andu3 be the vertices with list size 3. Assign tou1, u2, andu3 the lists
{a,b,c}, {b,c,d} and{a,c,d} respectively; assign the list{a,b,c,d} to all other vertices (say there are 2l
of them). Colorsa, b, andd can each appear on at mostl + 1 vertices; colorc can appear on at mostl + 2
vertices. Since 3(l +1)+ l +2 < 2(l +3), the path is not( f ,2)-choosable.

Now consider the inductive step. If some vertexu has list size 6, then we consider the two pathsPk1 and
Pk2 that result by deletingu. Note that 6+(4k1−2)+ (4k2−2) = 4(k1 +k2 +1)−2 = 4k−2; so eitherPk1

has list size sum at most 4k1−3 or Pk2 has list size sum at most 4k2−3.
If some vertexu has list size 2, again we consider the two pathsPk−1 andPk2 that result by deletingu.

Now however, we decrease by 2 the list size of each neighbor ofu. Note that 2+((4k1−2)+2)+ ((4k2−

2)+2) = 4(k1 +k2 +1)−2; so again, one of the resulting pathsPm must have list sum size at most 4m−3.
Suppose instead that every vertex has list sum size 3, 4, or 5.By the pigeonhole principle, two vertices

with list size 3 must be separated only by vertices with list size 4; call these verticesu1 andu2. By the
argument above, these vertices must be separated by an odd number of vertices with list size 4. We assign
the list {a,b,c} to u1 and the list{a,b,d} to u2, and we assign the list{a,b,c,d} to all other vertices.
Observe that the only valid coloring from this list uses colors a andb on bothu1 andu2. Contract the path
from u1 to u2 down to a single vertex and assign it the list{a,b}. Thus, the original path is only( f ,2)-
choosable if this new path is( f ′,2)-choosable. Hence, we induct as above when a vertex had a listsize of
2. �

The proof of the lower bound in the previous lemma allows us togive a linear-time algorithm to de-
termine if a pathPk is ( f ,2)-choosable whenever the list size sum off is 4k− 2. When the path is not
( f ,2)-choosable, our algorithm constructs a list assignmentL such thatPk is not (L,2)-colorable and also
gives a proof of this fact.

Theorem 4.9. Given a pathPk and a list size functionf such that the list size sum is4k−2, we can determine
in linear time whetherPk is ( f ,2)-choosable.

Proof: Our proof follows closely the proof of the lower bound in the previous lemma.
If a vertexv has list size 6, thenPk is ( f ,2)-choosable if and only if each of the paths formed by deleting

v from Pk are( f ,2)-choosable. Suppose the paths have lengthsk1 andk2. By Lemma 4.8, we know that
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the paths must have list size sums at least 4k1−2 and 4k2−2, respectively. Since 4k1−2+ 4k2−2+ 6 =

4(k1 +k2 +1)−2, we see that these bounds each hold with equality; so we proceed by induction.
If a vertexv has list size 2, we assign it the colorsa andb, and also assign these colors to each of its

neighbors. The pathPk is ( f ,2)-choosable if and only if each of the paths formed by deletingv from Pk are
( f ,2)-choosable when the list size of each neighbor ofv is decreased by 2; again we proceed by induction.

If each vertex ofPk has list size 3, 4, or 5, then by the pigeonhole principle, twoverticesu1 andu2 each
have list size 3 and the list size of each vertex between them is 4 (and there are an odd number of vertices
between them); denote the vertices betweenu1 andu2 by v1,v2, . . . ,v2l+1. In the proof of Lemma 4.8, we
showed how to assign lists so that the only valid coloring uses the colorsa andb on bothu1 andu2. In
that case, the path is( f ,2)-choosable only if each of the paths formed by deleting verticesu1 throughu2

(inclusive) are( f ,2)-choosable when we decrease by 2 the list size of the neighbors of u1 andu2. Given
any listL, we can choose a colorc1 for v1 that is not present atu1; deletec1 from the list atv2. Now we can
choose a color forv3 that is not present atv2, etc. Eventually, we choose a color for vertexv2l+1 that is not
present atv2l ; however, this reduces the list size atu2 to two, so we choose two colors foru2. This in turn
reduces the list size forv2l+1 to one. Working backwards from the greatest index to the least, we see that all
the remaining choices are forced, but that the path betweenu1 andu2 is indeed( f ,2)-choosable. �

We are more interested in the 2-sum-chromatic number of the cycle than of the path; however, Lemma 4.8
is useful, since it gives the lower bound of 4k−2 on the 2-sum-chromatic number of the cycleCk. It is easy
to prove an upper bound of of 4k on the 2-sum-chromatic number ofCk; so we want to improve the lower
bound. We introduce the idea of run to improve this lower bound.

Given a list assignmentL, we define arun to be a maximal path (or cycle) such that each vertex has a
common color. If a pathPk is a run for colorc, then at most⌈k/2⌉ vertices ofPk can receive colorc; if a color
c appears at each vertex ofCk, then at most⌊n/2⌋ vertices ofCk can receive colorc. For a list assignment
L, let s(L) denote the sum over all runs of the maximum number of verticesin the run that can receive the
color of the run.

Lemma 4.10. Given a list assignmentL, if s(L) is less than2n, then the cycleCn is not(L,2)-colorable.

Proof: If a cycleCn is (L,2)-colorable, then in total then vertices receive 2n colors. If the sum over all
runs of the maximum number of vertices in the run that can receive the color is less than 2n, thenCn is not
(L,2)-colorable. �

Lemma 4.11. Let Cn be an odd cycle. LetL be a list assignment. If the same two colors appear at each
vertex ofCn and each other run has even length, thenCn is not(L,2)-colorable.

Proof: This is a direct application of Lemma 4.10. The maximum number of vertices that can receive one
of the two colors that appears everywhere is 2⌊n/2⌋ = n−1. Since each other run has even length, the sums
of the contributions of all the other runs will ben. Thus, then vertices can be assigned at most 2n−1 colors.
Hence,Cn is not(L,2)-colorable. �

Lemma 4.12. If a cycleCk is ( f ,2)-choosable and the list size sum off is less than4k, then each vertex
receives a list of size 3, 4, or 5; furthermore, between each two vertices with lists of size 3 some vertex has
list size 5.
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Proof: Suppose thatCk is ( f ,2)-choosable and the list size sum off is at most 4k−1 and that some vertex
v receives a list size of 6. The cycleCk is ( f ,2)-choosable only if the pathPk−1 formed by deletingv is
( f ,2)-choosable; however, the list size sum off for this path is at most 4(k−1)−3. By Lemma 4.8, the
pathPk−1 is not ( f ,2)-choosable, so the cycleCk is not ( f ,2)-choosable. Suppose instead that a vertexv
receives a list of size 2; the argument is analgous. We deletev and decrease by 2 the list size of each of its
neighbors. Again, the resulting path is not( f ,2)-choosable, so neither is the original cycle.

If there exist two verticesu1 andu2 with lists of size 3 and all vertices between them have lists of size 4,
we assign lists in the following way. If the number of vertices betweenu1 andu2 is even, assign{a,b,c} to
u1 andu2 and assign{a,b,c,d} to each vertex between them; by Lemma 4.10, the path fromu1 to u2 is not
(L,2)-colorable. If the number of vertices betweenu1 andu2 is odd, assign{a,b,c} to u1, assign{a,b,d}
to u2 and assign{a,b,c,d} to each vertex between them; it is straightforward to verifythat the only valid
color of the path fromu1 to u2 uses colorsa andb on both vertexu1 and vertexu2. Thus, we can proceed as
if the path fromu1 to u2 were replaced by a single vertex with list{a,b}. Above, we showed that the cycle
is not( f ,2)-choosable for such a functionf . �

From the previous lemma, we conclude that ifCk is ( f ,2)-choosable for a list size functionf with list
size sum less than 4k, then f assigns each vertex a list size of 4 except for possibly one vertex, which may
receive a list size of 3. Ifk is even, the cycleCk is ( f ,2)-choosable for such a functionf ; we omit the proof,
since the result will be of little use to us in the applicationto (7,2)-edge-choosability. Since an odd cycle is
not (4,2)-colorable, it is easy to see that the for oddk, χsc(Ck) = 4k. Now we consider for whichf with list
size sum 4k the cycleCk is ( f ,2)-choosable.

Lemma 4.13. Suppose we are given a cycleCk and a list size functionf such thatf has list size sum4k. If
any vertex has list size 2 or 6, or if two vertices have list size 3 and each vertex between them has list size 4,
then we can determine whetherCk is ( f ,2)-choosable in linear time.

Proof: If a vertexu has list size 2 or 6, we delete vertexu and proceed as in the proof of Theorem 4.9. If
verticesu1 andu2 each have list size 3 and all vertices between them have list size 4, we delete the path from
u1 to u2 and proceed as in Theorem 4.9. �

For every list size assignmentf with list size sum 4k we can determine in linear-time the( f ,2)-
choosability of a cycleCk unless each list size is 3, 4, or 5 and the vertices with list sizes 3 and 5 alternate
as we proceed around the cycle. We call such a functionf well-formed. Our next few lemmas and theorems
work toward a linear-time algorithm to determine whether a cycle is ( f ,2)-choosable given a well-formed
function f .

Since the 3s and 5s must alternate, it is convenient to viewf as a series of blocks, where ablock is a 3,
followed by 0 or more 4s (saya 4s), followed by a 5, followed by 0 or more 4s (sayb 4s); frequently we
include the initial 3 of the next block, but we never choose colors for it or decrease its list. We are mainly
concerned with the parity ofa andb; thus, we consider four types of blocks: odd/odd, even/even, odd/even,
and even/odd. We use the termstring to denote the list sizes of one or more adjacent vertices thatare not of
the form of one of these blocks. We also need a means to denote that one or two colors have already been
chosen for a vertex; thus, if a vertex has a remaining list of size c and already has one or two colors chosen,
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we denote the vertex by ˙c or c̈, respectively. We begin by proving that for a certain class of functions f , the
cycleCk is not( f ,2)-choosable; then we prove that for all well-formed functions beside this class, the cycle
Ck is ( f ,2)-choosable.

Theorem 4.14. If Cn is an odd cycle andf consists only of odd/odd blocks and odd/even blocks, thenCn is
not ( f ,2)-choosable.

Proof: Given the list size for each vertex, we construct a listL such thatCn is not (L,2)-colorable. We
construct one list for an odd/odd block and another list for an odd/even block. Finally, we show that if each
block of the cycle receives the list of the appropriate type,thenCn is not(L,2)-colorable. To prove this, we
use Lemma 4.10.

Suppose that an odd/odd block consists of one 3,r 4s, one 5,s4s (wherer andsare odd); we assign the
following lists: the first 3 receives{a,b,c}, the firstr 4s receive{a,b,c,d}, the 5 receives{a,b,c,d,e}, and
the lasts4s receive{a,b,c,e}. Suppose that an odd/even block consists of one 3,t 4s, one 5,u 4s (wheret is
odd andu is even); we assign the following lists: the first 3 receives{a,b,c}, the firstt 4s receive{a,b,d,e},
the 5 receives{a,b,c,d,e}, and the lastu 4s receive{a,b,c,e}.

To apply Lemma 4.10, we must verify two facts: 1) some two colors appear at each vertex ofCn and s)
every other run has even length. It is easy to see that colorsa andb appear at every vertex. Every run of
color e is of length 1+ r or length 1+ t; sincer andt are odd, these runs have even length. Every run of
color 4 is of length 1+ s or lengtht + 1+ u; these lengths are always even. Note that every run of colorc
starts at an odd/even block and ends at an odd/even block. Suppose that a run of colorc hasl odd/odd blocks
between its starting and ending block. The length of the run is 1+ d + l(1+ a+ 1+ b)+ 1; this length is
even. Thus, we can apply Lemma 4.10; so the theorem holds. �

Corollary 4.15. If Cn is an odd cycle andf consists only of odd/odd blocks and even/odd blocks, thenCn

is not( f ,2)-choosable.

Proof: If we relabel the vertices ofCn in counterclockwise order (rather than clockwise), then the even/odd
blocks become odd/even blocks (and odd/odd blocks remain odd/odd blocks); hence, the result follows
immediately from Theorem 4.14. �

In fact, the list size assignment functions in Theorem 4.14 and Corollary 4.15 are the only well-formed
list assignment functionsf such that a cycleCn is not( f ,2)-choosable. We prove this in the next theorem.

Theorem 4.16. If f is a well-formed list size assignment function andf does not meet the hypothesis of
Corollary 4.15, thenCn is ( f ,2)-choosable.

Proof: A good stringis a string that begins with 32̇ and ends with a disjoinṫ23 such that when the lists of
the first and lasṫ2 vertices are each reduced by one color we can successfully choose all the necessary colors
for all the vertices between them.

Claim 1. We can transform a block of the form 34(44)∗5(44)∗43 (odd/odd) into a string of the form
3(3̇3)∗.
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Let v1,v2, . . . ,v2k+1 be the first path of vertices with lists of size 4. Letv0 be the initial vertex with list
size 3 and letv2k+2 be the vertex with list size 5. Sincef (v1) > f (v0), we can choose a colorc1 for v1 that
does not appear atv0. We may assume thatc1 appears at vertexv2, and hence usingc1 at v2 reduces the
number of colors available atv2. Now, sincef (v3) > f (v2)−1, we can choose a color forv3 that does not
further reduce the number of colors atv2. Proceeding in this manner, we eventually reach a block of the
form 33̇(33̇)∗4(44)∗43. In the same way, we begin at the end of the block and work toward the middle-
choosing a color for the next to last vertex that does not appear at the last vertex, etc. Ultimately, we reach
a block of the form 3(3̇3)∗.

Claim 2. We can transform a block of the form 3(44)∗5(44)∗3 (even/even) into a good string of the
form 3(2̇2̇)∗4(2̇2̇)∗3.

We begin the same way as in Claim 1, by choosing a color for vertex v1 that does not appear atv0.
Eventually, we reach the form 3(3̇3)∗5(33̇)∗3. Now we choose one color each for the two neighbors of the
vertex with list size 5 such that its list is reduced by at mostone; this gives the form 3(3̇3)∗2̇2̇42̇2̇(33̇)∗3. Now
we work out from the center vertex; at each step we choose a color for a vertex with no color chosen, so that
the list of colors on its neighbor nearer the center does not decrease. Eventually, we reach 3(2̇2̇)∗4(2̇2̇)∗3.
If the lists on the initial and final̇2 are each reduced by one color, we color greedily from both the start and
end of the string; thus, this string is good.

Claim 3. We can transform a string of the form 34(44)∗5(44)∗3(44)∗54(44)∗3 (an odd/even block
followed by an even/odd block) into a good string of the form 32̇∗3̇(33̇)∗2̇∗3.

We choose a color for each neighbor of a vertex with list size 3so that none of the lists of size 3 are
reduced; moving away from the lists of size 3 (as in Claims 1 and 2), we eventually reach a string of the
form 33̇(33̇)∗43(3̇3)∗4(3̇3)∗3̇3. Now we choose a color for the first vertex with list size 4 that does not
appear on the neighbor that follows it; similarly, we choosea color for the last vertex with list size 4 that
does not appear on the neighbor that preceeds it. This gives us a string of the form(33̇)∗32̇3̇3(3̇3)∗3̇2̇3(3̇3)∗.
Again we choose a color for the neighbor of the first vertex with list size 2 that does not appear on that vertex;
similarly for the last vertex with list size 2. Proceeding outward, we reach the form 32̇(2̇2̇)∗3̇3(3̇3)∗3̇2̇(2̇2̇)∗3.

If the lists on the initial and final̇2 are each reduced by one color, we color greedily from both the start
and end of the string; this gives us the form0̈∗2̇3(3̇3)∗2̇0̈∗. By repeatedly choosing a color for the first
vertex with list size 3 that does not appear on its preceedingneighbor, we reach the form̈0∗2̇2̇∗32̇0̈∗. Now
we choose a color for each neighbor of the vertex with list size 3 so that we reduce its list by at most 1; then
we greedily finish the coloring. Hence, the string 32̇(2̇2̇)∗3̇3(3̇3)∗3̇2̇(2̇2̇)∗3 is good.

Claim 4. We can transform a string of the form 3(44)∗54(44)∗3(44)∗45(44)∗3 (an even/odd block
followed by an odd/even block) into a good string of the form 32̇∗0̈0̈∗2̇∗3. We begin in the standard way,
choosing a color for each neighbor of a 3 that does not appear on that 3; working away from the 3s, we even-
tually reach 3(3̇3)∗43̇(33̇)∗33̇(33̇)∗4(33̇)∗3. Now we choose a color for the first 4 that does not appear on
its preceeding neighbor; working to the right, we reach the following form 3(3̇3)∗3̇2̇(2̇2̇)∗2̇2̇(2̇2̇)∗4(33̇)∗3.
Now we choose a color for the last 4 that does not appear on its succeeding neighbor; working to the left,
we reach the following form 3(3̇3)∗2̇0̈0̈∗ 2̇(33̇)∗3. Finally, we choose a color for each neighbor of a2̇ that
do not appear on thė2; working outward, we reach the form 32̇∗0̈0̈∗2̇∗3. It is easy to see that this is a good
string. If the lists on the initial and final̇2 are each reduced by one color, we color greedily from both the
start and end of the string; thus, this string is good.
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Claim 5. If one or more odd/odd blocks are adjacent to any of the strings in Claim 2, Claim 3, or Claim
4 (or inserted between the odd/even and even/odd blocks of the strings in Claim 3 or Claim 4) the adjacent
odd/odd blocks can be absorbed during the transformation; that is, the odd/odd blocks become part of the
resulting good string.

We first transform the odd/odd block to a string of the form 3(3̇3)∗. The key realization is that during
the transformation processes for the strings in Claims 2, 3,and 4, we pass through a pattern that includes
a string of the form(3̇3)∗ adjacent to the transformed odd/odd block; from this point on, we continue the
transformation as though the transformed odd/odd block is part of the block being transformed.

Claim 6. If a block of the form 34(44)∗5(44)∗3 (an odd/even block) follows immediately after a good
string, then the odd/even block can be absorbed into the preceeding good string.

By working from the outer 3s in toward the 5, we reach the string 33̇(33̇)∗4(33̇)∗3. Choose a color for
the 4 that does not appear on its succeeding neighbor, then work back to the left iteratively choosing a color
for a vertex with no colors choosen that does not appear on itssucceeding neighbor; this yields the form
32̇∗3̇(33̇)∗3. Choose a color for the first 3 that does not appear on the2̇ that preceeds it (from the preceeding
good string). This reduces its succeeding neighbor to a1̇; now we proceed greedily to the right. This yields
the form0̈0̈∗2̇2̇∗3; it is easy to see that this is a good string.

Claim 7. We can first transform (or absorb) all blocks into good strings; then we can finish choosing 2
colors for each vertex.

If L contains any odd/even or even/odd block, we assume without loss of generality thatL contains
odd/even blocks (and possibly also even/odd blocks). Iteratively, we apply Claims 1, 2, 3, 4, 5, and 6; our
goal is to transform (or absorb) every block into a good string. Note that by Claim 6 (and symmetry), if
an even/odd block immediately preceeds a good string, the block can be absorbed into the string. Suppose
that after all possible transformations (and absorbtions), L contains at least one good string and at least one
block that is untransformed. LetB be the first block following a good string that cannot be transformed (or
absorbed) into a good string;B must be an even/odd block. As we proceed around the cycle fromB, we must
only encounter even/odd blocks and transformed odd/odd blocks (for otherwise we could transformB into
a good string); however, eventually we reach a good string. Thus, we can absorb the block prior to the good
string into the good string. This contradicts our assumption that we had made all possible transformations
and absorbtions.

Suppose instead that after all possible transformations (and absorptions), no good string exists; we con-
clude thatL consists entirely of odd/odd blocks and odd/even blocks, which was prohibited by hypothesis.

Now we assume thatL has been transformed into a series of good strings. Letv be a vertex with list
size 3 between two good strings; letu1 be the last vertex of the preceeding good string and letu2 be the first
vertex of the succeeding good string. Choose a color forv that does not appear on vertexu1. Let w1 be the
last vertex at the end of the good string containingu2; let x andw2 be the vertices followingw1. Choose a
color for x that does not appear onw2. We assume that the colors we picked forv andx reduced the lists of
colors available onu2 andw1, respectively. By the definition of good block, we can finish choosing colors
for all of the vertices betweenu2 andw1. In fact, when we choose colors for all of these vertices, thesecond
colors for verticesv andx are forced; this in turn forces the final colors for verticesu1 andw2. By repeating
this process at each vertex between good strings, we eventually choose colors for the entire cycle. �
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Theorem 4.17. Given a list assignmentf with list size sum4n, the cycleCn is ( f ,2)-choosable unless there
exists a list assignmentL that satisfiesf such that eithers(L) is less than2n or whenL is restricted to some
pathPk the sums(L) (restricted toPk) is less than2k.

Proof: In each case that we provedCn is not ( f ,2)-choosable for a given list size assignment functionf
we constructed a list assignmentL, such thatCn is not (L,2)-colorable. To prove the present theorem, we
must simply verify that each suchL satisfies the present hypothesis; since this process is straightforward
(but tedious), we omit the details. �

In fact, we believe this theorem can be generalized significantly; we end with the following conjecture.

Conjecture 4.18. Given a list assignmentf with list size sum2ln, the cycleCn is ( f , l)-choosable unless
there exists a list assignmentL that satisfiesf such that eithers(L) is less thanln or whenL is restricted to
some pathPk the sums(L) (restricted toPk) is less than2lk.

It is straightforward to verify that Conjecture 4.18 holds whenl = 1; Theorem 4.17 proves the casel = 2.
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Chapter 5

Antimagic Labeling

Problems in graph labeling differ from problems in graph coloring in two important ways. First, “labeling”
usually means that the function on the elements receiving labels is injective. Given this, the labels are auto-
matically distinct, and the normal coloring constraints are replaced by relationships among the labels. This
leads to the second difference, which is that the constraints involve arithmetic computations with numerical
values of the labels.

The most famous graph labeling problem may be the “Graceful Tree Conjecture”. Here the vertices of an
n-vertex tree must be assigned the labels 1 throughn so that then−1 differences between labels at adjacent
vertices are the numbers 1 throughn. In 1964, Kotzig conjectured that every tree has such a labeling, which
later came to be known as agraceful labeling. Many other problems of vertex labeling have been introduced
over the years; all seem to be quite difficult. Gallian [17] maintains a dynamic survey of results on graph
labeling problems; as of 2007, it has more than 800 references.

In this chapter, we study a problem of edge-labeling. For convenience, then, we formally define a
labelingof a graphG to be a bijection fromE(G) to the set{1, . . . , |E(G)|}. A vertex-sumfor a labeling is
the sum of the labels on edges incident to a vertexv; we also call this thesum at v. A labeling isantimagic
if the vertex-sums are pairwise distinct. A graph isantimagicif it has an antimagic labeling.

The term “antimagic” is motivated by the use of “magic” to describe a labeling whose vertex-sums
are identical (strictly speaking, “magic” requires only distinct positive integer labels, not necessarily the
consecutive smallest ones). This term in turn arises from the ancient notion of a “magic square”, in which
numbers are entered in a square grid so that the sums in each row, each column, and each main diagonal are
the same. Magic labelings were introduced by Sedláček in 1963. Gallian’s survey also presents the known
results on magic and antimagic labelings. Most of the results establish that various special families of graphs
have various types of magic or antimagic labelings.

Hartsfield and Ringel [20] introduced antimagic labelings in 1990 and conjectured that every connected
graph other thanK2 is antimagic. The most significant progress on this problem is a result of Alon, Kaplan,
Lev, Roditty, and Yuster [1], which states the existence of aconstantc such that ifG is ann-vertex graph
with δ(G) ≥ clogn), thenG is antimagic. Large degrees satisfy a natural intuition: the more edges are
present, the more flexibility there is to arrange the labels and possibly obtain an antimagic labeling.
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Alon et al. also proved thatG is antimagic when∆(G) ≥ |V(G)|−2, and they proved that all complete
multipartite graphs (other thanK2) are antimagic. Hartsfield and Ringel proved that paths, cycles, wheels,
and complete graphs are antimagic. Gallian’s survey lists no other results on antimagic labelings as such;
other work studies other variations of the concept, labeling with additional constraints, etc.

In this chapter, we show that every regular bipartite graph (with degree at least 2) is antimagic. Our
proof relies heavily on the Marriage Theorem, which states that every regular bipartite graph has a 1-factor;
see Chapter 1. By induction on the vertex degree, it follows that a regular bipartite graph decomposes into
1-factors. Recall that ak-factor is ak-regular spanning subgraph, so the union of anyk 1-factors is ak-factor.
Throughout this chapter, we refer to the partite sets of the given bipartite graph asA andB, each having size
n.

With respect to a given labeling, two verticesconflict if they have the same sum. We view the process
of constructing an antimagic labeling as resolving the “potential conflict” for every pair of vertices. We will
label the edges in phases. When we have labeled a subset of theedges, we call the resulting sum at each
vertex apartial sum.

Our general approach is to label all but a single 1-factor so that the partial sums inA are multiples of 3,
while the partial sums inB are non-multiples of 3. At this stage no vertex ofA conflicts with a vertex ofB.
We then label the final 1-factor with reserved labels that aremultiples of 3 so that we resolve all potential
conflicts withinA and withinB. Before we begin the general approach, we observe two facts that together
show that 2-regular graphs are antimagic.

Fact 5.1. [20] Every cycle is antimagic.

Proof: Assign the labels to edges as 1,3, . . . ,n,n−1, . . . ,4,2 in order around ann-cycle (if n is odd; other-
wise,n andn−1 are switched in the middle. The sums are 4,8, . . . ,10,6,3; that is, the sums of consecutive
odd integers are even multiples of 2, while the sums of consecutive even integers are odd multiples of 2.�

Fact 5.2. If G1 and G2 are each regular antimagic graphs, then the disjoint union of G1 and G2 is also
antimagic.

Proof: IndexG1 andG2 so that vertices inG2 have degree at least as large as those inG1. Letm1 = |E(G1)|.
Place an antimagic labeling onG1, using the firstm1 labels. LabelG2 by addingm1 to each label in an
antimagic labeling ofG2.

Translating edge labels bym1 addsm1k to the sum at each vertex ofG2, so the new labeling ofG2 has
distinct vertex sums. Hence there are no conflicts withinG1 and no conflicts withinG2. There are also
no conflicts between a vertex inG1 and one inG2, since each vertex-sum inG1 is less thanm1k and each
vertex-sum inG2 is greater thanm1k. �

More generally, given any labeling of a regular graph, adding the same amount to each label does not
change the pairs of vertices that conflict. Fact 5.1 and Fact 5.2 immediately yield:

Corollary 5.3. Every simple 2-regular graph is antimagic.

We will consider odd and even degree separately. Although 2-regular graphs are easy, the general
construction is a bit more complicated for even degree than for odd degree.
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5.1 Regular bipartite graphs with odd degree

We have observed that ak-regular bipartite graphG decomposes into 1-factors. We can combine these
1-factors in any desired fashion. In particular, whenk is odd and at least 5, we can decomposeG into a
(2l +2)-factor and a 3-factor, wherel ≥ 0. Our aim will be to combine special labelings of these two factors
to obtain an antimagic labeling ofG. The casek = 3 is handled separately; we do this before the general
argument.

Theorem 5.4. Every 3-regular bipartite graph is antimagic.

Proof: SinceG has 3n edges, we have the same number of labels in each congruence class modulo 3. For
convenience, we use the termj-labelsto designate the firstn positive integers that are congruent toj modulo
3, wherej ∈ {0,1,2}.

DecomposeG into a 1-factorH1 and a 2-factorH2. We will reserve the 0-labels forH1. We will label
H2 with the 1-labels and 2-labels so that the partial sum at eachvertex ofA is 3n. We do this by pairing each
1-label i with the 2-label 3n− i. These pairs have sum 3n; at each vertex ofA, we use the two integers in
some pair. Subsequently, every assignment of 0-labels toH1 yields distinct vertex-sums withinA.

We have assigned a pair of labels at each vertex ofA in H2, but we have not decided which edge gets
which label. Next we try to make this choice so that inH2 the partial sums at vertices ofB will not be
multiples of 3. In each component ofH2, we will fail at most once.

Let C be a cycle that is a component ofH2. We have a 1-label and a 2-label at each vertex ofA. As we
follow C, if we have a 1-label and then a 2-label at a vertex ofA, then the next vertex ofA should have a
2-label followed by a 1-label (and vice versa), since the sumof two 1-labels or two 2-labels is not a multiple
of 3. If |V(C)∩A| is even, then we succeed throughout; if|V(C)∩A| is odd, then at one vertex ofC in B we
will have a 1-label and a 2-label. Call such a vertex ofB bad. A cycle inH2 only has a bad vertex only if it
has length at least 6, so at mostn/3 vertices inB will be bad. Letmbe the number of bad vertices.

To avoid conflicts between vertices ofA and bad vertices ofB, we will make the vertex-sum at each bad
vertex smaller than at any vertex ofA. Furthermore, we will make the partial sums inH2 at these vertices
equal. Consider the 1-labels and 2-labels from 1 through 3m−1; group them into pairsj and 3m− j. The
sum in each such pair is 3m, which is at mostn. Allocate the pairs forH2 to vertices ofA so that at each bad
vertex ofB, the labels are the small elements from pairs in the originalpairing and form a pair with sum 3m
in this most recent pairing.

Now we need to labelH1. We must achieve three goals: resolve all conflicts among thegood vertices in
B, resolve all conflicts among the bad vertices inB, and resolve all conflicts betweenA and the bad vertices
in B.

We consider the last goal first. For every assignment of 0-labels toH1, the vertex-sums inA will be
{3n+ 3,3n+ 6, . . . ,6n− 3,6n}. To ensure that the vertex-sums at the bad vertices inB will be less than
3n+ 3, we use the smallest 0-labels at the bad vertices. Since there are at mostn/3 bad vertices, every
0-label at such a vertex is at mostn. Thus, every sum at a bad vertex is at most 2n, which is less than 3n.
Furthermore, the sums at bad vertices are 3mplus distinct 0-labels; hence they are distinct, which completes
the second goal.
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For the first goal, letb1,b2,b3, . . . denote the good vertices ofB in order of increasing partial sum from
H2 (there may be ties). We assign the remaining 0-labels to edges of H1 at b1,b2, . . . in increasing order.
Since the 0-labels are distinct, this prevents conflicts among the good vertices inB. �

For larger even degree, we will construct an antimagic labeling from special labelings of two subgraphs.
Like the labeling we constructed for 3-regular graphs, the first labeling will have equal sums at vertices ofA,
but this time we guarantee that all sums at vertices ofB are not congruent modulo 3 to the sums at vertices
of A.

Lemma 5.5. If G is a (2l + 2)-regular bipartite graph with partsA andB of sizen, thenG has a labeling
such that the sum at each vertex ofA is some fixed valuet and the sum at each vertex ofB is not congruent
to t modulo 3.

Proof: As remarked earlier, we can decomposeG into a 2l -factorH2l and a 2-factorH2. Let m= (2l +2)n;
thusm is the largest label. Sincem is even, we can partition the labels 1 throughm into pairs that sum
to m+ 1. With m+ 1≡ 2a(mod3), each pair consists of two elements in the same congruence class asa
modulo 3 or elements in the two other congruence classes modulo 3. Call theselike-pairs andsplit-pairs,
respectively.

At each vertex ofA, we will usel of these pairs as labels inH2l . Thus each vertex ofA will have partial
sum (m+ 1)l in H2l ; we will assign the pairs so that the partial sums inB are not congruent to(m+ 1)l
modulo 3. We use the pairs in which the smaller label ranges from 1 toln. Note thatH2l decomposes into
even cycles (for example, we can take 2l 1-factors two at a time to generate 2-factors whose union isH2l ).

For each cycle in the decomposition ofH2l into even cycles, at vertices ofA we use pairs of labels of
the same type: all like-pairs or all split-pairs. When usingsplit-pairs, we assign the labels so that the same
congruence class modulo 3 is always first. If we have all like-pairs or all split-pairs, this ensures that at each
vertex ofB, each cycle contributes an amount to the sum that is congruent to 2a modulo 3. There is at most
one cycle where we are forced to use both like-pairs and split-pairs. Letx andy be the vertices ofB where,
in this cycle, we switch between like-pairs and split-pairs. At each vertex ofA, the partial sum inH2l is
(m+1)l . At each vertex ofB, exceptx andy, the partial sum is congruent to(m+1)l modulo 3.

On H2, we use the remaining pairs of labels so that we addm+ 1 to each partial sum inA, but what
we add to each partial sum inB is not congruent tom+ 1 modulo 3. If we can do this (and treatx andy
specially), then the sum at each vertex ofA will be (m+1)(l +1), while at each vertex ofB the sum will be
in a different congruence class modulo 3 from(m+1)(l +1).

On each cycle, we use the pairs of labels that contain the smallest unused labels. Thus, every third pair
we use is a like-pair; the others are split pairs. We begin with a like-pair and alternate using a like-pair and a
split-pair until the like-pairs allotted to that cycle are exhausted. For the remaining split-pairs, we alternate
them in the form(a+1,a+2) followed by(a+2,a+1); in this way the sum of the two labels used at any
vertex ofB is not congruent to 2a modulo 3. If no like-pair is available to be used on the cycle,then the cycle
has length 4 and we label it with split-pairs in the form(a+1,a+2),(a+2,a+1), and the same property
holds.

One or two cycles inH2 may contain the verticesx andy, where the sum inH2l differs by 1 from a value
congruent to(m+1)l modulo 3. Suppose that the sums inH2l atx andy are(m+1)l + t1 and(m+1)l + t2.
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We want the sum atx in H2 to be either 2a− t1 +1(mod 3) or 2a− t1 +2. Similary, we want the sum aty in
H2 to be in{2a− t2 + 1,2a− t2 + 2}. The more difficult case is whenx andy lie on the same cycle inH2.
However, given the realization that we have two choices eachfor the sums (modulo 3) atx andy, it is not
difficult to adapt the labeling given above for cycles ofH2 so that it applies in the current case as well.

At these vertices we want the contribution fromH2 to be congruent to 2a modulo 3. We deal with these
first and can then make the argument above for the remaining cycles. If x andy lie on a single 4-cycle,
then we use two like-pairs or two split-pairs ordered as(a+ 1,a+ 2),(a+ 1,a+ 2). ****We must make
sure that this does not leave an odd number of split-pairs forone ordinary cycle.*** If one or both ofx and
y lie on a longer cycle, then at each we put edges from two like-pairs or from two split-pairs ordered as
(a+ 1,a+ 2),(a+ 1,a+ 2). The remaining pairs, whether they are like-pairs or split-pairs as we allocate
them to this cycle, can be filled in so that like-pairs are not consecutive anywhere else and neighboring
split-pairs alternate their “orientation”.

Thus the labeling ofH2 enables us to keep the overall sum at each vertex ofB out of the congruence
class of(m+1)(l +1) modulo 3. �

Lemma 5.6. If G is a 3-regular bipartite graph with partsA andB, whereB = {b1, . . . ,bn}, thenG has a
labeling so that at eachbi the sum is3n+3i, and for eachi exactly one vertex inA has sum3n+3i.

Proof: DecomposeG into three 1-factors:R, S, andT. In R, use label 3i −2 on the edge incident tobi ; let
ai be the other endpoint of this edge. InS, use label 3n+ 3− 3i on the edge incident toai ; call the other
endpoint of this edgeb′i . In T, use label 3i−1 on the edge incident tob′i ; call the other endpoint of this edge
a′i . Note that each 1-factor received the labels from one congruence class modulo 3.

The partial sum inS∪T at each vertex ofB is 3n+ 2. Hence, the sum atbi for all of G is 3n+ 3i.
Similarly, the partial sum inR∪Sat each vertex ofA is 3n+1. Hence, the vertex-sum ata′i is 3n+3i. �

Theorem 5.7. Every regular bipartite graph of odd degree is antimagic.

Proof: Let G be a regular bipartite graph of degreek. Theorem 5.4 is the casek= 3. Fork> 3, letk= 2l +5
with l ≥ 0, and decompose the graphG into a(2l +2)-factorH ′ and a 3-factorH. LabelH ′ as in Lemma 5.5;
this uses labels 1 through(2l +2)n. Add 3n to each label, leaving labels 1 through 3n for H. Each vertex-
sum increases by 9n, which is a multiple of 3, so the congruence properties obtained in Lemma 5.5 remain
true for the new labeling.

Let bi denote the vertices ofB in order of increasing partial sum inH ′. Label H as in Lemma 5.6.
Because all the partial sums inH are multiples of 3, the labeling ofH ′ resolves each potential conflict
between a vertex ofA and a vertex ofB. Because thebi are in order of increasing partial sum inH ′, the
labeling ofH resolves all potential conflicts withinB. Similarly, since the labeling ofH ′ gives the same
partial sum to all vertices ofA, the labeling ofH resolves all potential conflicts withinA.

We have checked that the labeling is antimagic. �

5.2 Regular bipartite graphs with even degree

Lemma 5.8. Let n be a positive integer. Ifn is even, then we can partition{1,2, . . . ,3n} into triples such
that the sum of each triple is6n+ 3 or 3n. If n is odd, then we can partition{1,2, . . . ,3n} into triples such
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that the sum of each triple is6n or 3n. Furthermore, each triple consists of one integer from eachresidue
class modulo 3.

Proof: Supposen is even. We partition the labels into triples such that the sum of each triple is either 3n
or 6n+3. Consider the triples(3n−3i +3,3n−3i +2,6i −2) and(3i,3i −1,3n−6i +1) for 1≤ i ≤ n/2.
Triples of the first type sum to 6n+3 and triples of the second type sum to 3n.

Supposen is odd. We partition the labels into triples such that the sumof each triple is either 3n or
6n. Consider the triples(3n−3i + 3,3n−3i + 2,6i −5) for 1≤ i ≤ ⌈n/2⌉ and(3i,3i −1,3n−6i + 1) for
1≤ i ≤ ⌊n/2⌋. Triples of the first type sum to 6n and triples of the second type sum to 3n. �

Theorem 5.9. Every regular bipartite graph of even degree at least 8 is antimagic.

Proof: We decomposeG into two 3-factors and a(2l +2)-factor; call theseG3,H3, andH2l+2, respectively.
We labelH2l+2 as in Lemma 5.5, using all but the 6n smallest labels. This resolves every conflict between a
vertex ofA and a vertex ofB.

We partition the labels{3n+1,3n+2, . . . ,6n} into triples as in Lemma 5.8. InG3, at each vertex ofA
we will use the the three labels of some triple. To ensure the sum at each vertex ofB is 0(mod 3), we do the
following. Partition the 3-factor into three 1-factors; Weuse 0-labels on the first 1-factor, 1(mod 3) labels
on the second 1-factor, and 2(mod 3) labels on the third 1-factor.

Now consider the partial sums in the union ofH2l+2 andG3; let bi denote the vertices ofB in order of
increasing partial sum. LabelH3 as in Lemma 5.6. This resolves every conflict between two vertices in the
same part. Hence, the labeling is antimagic. �

Lemma 5.10 is very similar to Lemma 5.8. Lemma 5.10 serves thesame role in the proof of Theorem 5.9
that Lemma 5.8 does in the proof of Theorem 5.11.

Lemma 5.10. Let n be a positive integer. LetH be the set of positive labels less than4n that are not 0
modulo 4, i.e.H = {1,2,3,5,6, . . . ,4n−2,4n−1}. If n is even, then we can partitionH into triples such
that the sum of each triple is either4n−2 or 8n+ 2. If n is odd, then we can partitionH into triples such
that the sum of each triple is either4n−2 or 8n−2. Furthermore, each triple consists of integer from each
nonzero residue class modulo 4.

Proof: Supposen is even. We have triples of the form(8i −3,4n−4i + 2,4n−4i + 3), with 1≤ i ≤ n/2,
and triples of the form(4n−8i +1,4i −6,4i −5), with 1≤ i ≤ n/2. It is easy to see that triples of the first
form sum to 8n+2 and that triples of the second form sum to 4n−2. It is straightforwad to verify that these
triples partitionH.

Supposen is odd. We have triples of the form(8i −7,4n−4i +2,4n−4i +3), with 1≤ i ≤ ⌈n/2⌉, and
triples of the form(4n−8i + 5,4i −2,4i −1), with 1≤ i ≤ ⌊n/2⌋. It is easy to see that triples of the first
form sum to 8n−2 and that triples of the second form sum to 4n−2. It is straightforwad to verify that these
triples partitionH. �

Theorem 5.11. Every 6-regular bipartite graph is antimagic.
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Proof: Throughout this proof we assumen is odd. The argument is analagous whenn is even, so we omit
the details. We decomposeG into a 3-factor, a 2-factor, and a 1-factor. We label the 3-factor with the labels
that are less than 4n and are not 0 modulo 4, so that the partial sum at each vertex ofB is 2(mod 4) and the
partial sum at each vertex ofA is 4n−2 or 8n−2. To do this we partition the labels for the 3-factor into
triples as specified in Lemma 5.10.

At each vertex ofA, we use the three labels in some triple. More exactly, we decompose the 3-factor
into three 1-factors; we use 1(mod 4) labels on the first 1-factor, use 2(mod 4) labels on the second 1-
factor, and use 3(mod 4) labels on the third 1-factor. This ensures that the partial sum at each vertex ofB is
2(mod 4).

We label the 2-factor with the labels 4n+ 1 through 6n, so that the partial sum at each vertex ofA is
10n+ 1 and the sum at each vertex ofB is 6≡ 10n+ 1(mod 4). To do this, we partition the labels for the
2-factor into pairs that sum to 10n+1. We consider the labels in each pair modulo 4. We have two types of
pairs:(1,2) pairs and(3,0) pairs (sincen is odd).

We want to avoid using two labels at a vertex ofB that sum to 3(mod 4). We choose the pairs of labels
to use on each cycle arbitrarily, except that each cycle mustuse at least one(1,2) pair and at least one(3,0).
We first use all the(1,2) pairs, alternating them as(1,2),(2,1),(1,2),(2,1), . . ., then use all the(3,0) pairs,
alternating them as(3,0),(0,3),(3,0),(0,3), . . .. As long as we use at least one(1,2) pair and one(3,0)

pair on each cycle of the 2-factor, we have no problems. Sincewe use at least one(1,2) pair and one(3,0)

pair on each cycle of the 2-factor, we are able to avoid vertexsums inB that are congruent to 3(mod 4).
Now we consider partial sums in the 5-factor that is already labeled. The partial sum at each vertex ofA

is 4n−2 or 8n−2. The partial sum at each vertex ofB is not congruent to 2 modulo 4. The labels we will
use on the final 1-factor are all multiples of 4. So, regardless of how we label the final 1-factor, no vertex in
A will conflict with any vertex inB. We call a vertex inA smallif it’s partial sum in the 5-factor is 4n−2;
otherwise, we call itbig. It is clear that regardless of how we label the final 1-factor, no big vertex will
conflict with another big vertex; similarly, no small vertexwill conflict with a small vertex. Observe that the
largest possible sum at a small vertex is 4n−2+4n = 8n−2. The smallest possible sum at a big vertex is
8n−2+4 = 8n+2. Hence, no small vertex will conflict with a big vertex. Thus, we choose the labels for
the final 1-factor to ensure that no two vertices inB conflict.

Let bi denote the vertices ofB in order of increasing partial sum in the 5-factor. In the final 1-factor, we
use label 4i at vertexi. This ensures that vertex-sums inB are distinct. Thus, the labeling is antimagic.�

The proof for 4-regular graphs is more complicated than for 6-regular graphs. In the 6-regular case, we
labeled the 2-factor to ensure there were no conflicts between any vertex inA and any vertex inB; we labeled
the 1-factor and the 3-factor to ensure there were no conflicts between two vertices in the same part. The
proof for 4-regular graphs is similar, but since we have one less 2-factor, we cannot ensure that all vertex-
sums inB differ modulo 4 from the vertex-sums inA. So similar to the 3-regular graphs, we introducegood
andbadvertices inB. We handle bad vertices in a similar way to the case of the 3-regular graphs.

Theorem 5.12. Every 4-regular bipartite graph is antimagic.

Proof: Throughout this proof we assumen is odd. The argument is analagous whenn is even, so we omit
the details. We decomposeG into a 3-factor and a 1-factor. We label the 3-factor with the1-labels, 2-labels,
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and 3-labels that are less than 4n, so that the partial sum at each vertex ofB is 4n−2 or 8n−2. To do this,
we partition the labels for the 3-factor into triples as specified in Lemma 5.10. At each vertex inA, we will
use the three labels of a triple. Consider a vertex ofB: if its partial sum in the 2-factor is 2(mod 4), then we
call the vertexbad; otherwise, we call itgood. We assign the labels of each triple to the edges at a vertex of
A to minimize the number of bad vertices inB. Initially, we only assign to each edge an equivalence class:
1(mod 4), 2(mod 4), or 3(mod 4). This determines which vertices inB are bad. We will then assign the
labels to edges to minimize the largest partial sum at a bad vertex ofB. Since the bad vertices inB will have
vertex-sums in the same equivalence class (modulo 4) as the vertex-sums inA, to avoid conflicts we will
ensure that the vertex-sum at every bad vertex is smaller than the smallest vertex-sum inB.

We begin by decomposing the 3-factor into three 1-factors. We label each edge in the first 1-factor
with a 1, each edge in the second 1-factor with a 2, and each edge in the third 1-factor with a 3. However,
this makes every vertex inB bad. To fix this, we consider the 2-factor labeled with 1s and 2s; specifically
consider a single cycle in this 2-factor. Select a vertex ofA on the cycle, then select every second vertex of
A along the cycle; at each of the selected vertices, swap the labels 1 and 2 on the incident edges. If the cycle
has length divisible by 4, then all of its vertices are now good. If the length is not divisible by 4, then one
bad vertex will remain. Note that a cycle has a bad vertex onlyif its length is at least 6. So, at mostn/3
vertices are bad. We now reduce the number of bad vertices further, as follows.

If a vertex is bad, consider the incident edge labeled 3, and the edge labeled 2 that is adjacent inA to
this first edge; these two edges form abad path. We will swap the two labels on a bad path to reduce the
number of bad vertices. Consider the graph induced by bad paths; each component is a path or a cycle. In
a path component, we swap the labels on every second bad path;this fixes all the bad vertices. We handle
cycle components similarly, although in each cycle one bad vertex may remain (similar to the previous step).
Thus, after this step, at most 1/3 of the previously bad vertices remain bad. So, at mostn/9 vertices remain
bad. We also need to verify that when we swap the labels on a badpath, no good vertex becomes bad.

If a good vertex has partial sum 3(mod 4), we call it heavy; if it has partial sum 1(mod 4), we call it
light. Before we swap the labels on any bad path, the triple of labels incident to a light vertex is(1,1,3);
the triple incident to a heavy vertex is(2,2,3). Thus, we do not swap any labels incident to a light vertex.
However, the labels incident to a heavy vertex could become(2,3,3) or even(3,3,3). In each case though,
the vertex remains good.

Finally, if any vertex inA is adjacent to two or more bad vertices, we swap the labels on its incident
edges to make each vertex good. Thus, we have at mostn/9 bad vertices and each vertex inA is adjacent
to at most one bad vertex. Now we assign the actual labels to the edges (rather than only the equivalence
classes) so that the partial sum at each bad vertex is small. We assign then/9 smallest 1(mod 4) labels to
be incident to the bad vertices; the largest is less than 4n/9. Similary, we assign then/9 smallest 2(mod 4)
labels to be incident to the bad vertices; again the largest is less than 4n/9. Each time we assign a label, we
also assign the other labels in its triple. Since each 2(mod 4) label is in a triple with the 3(mod 4) label
one greater, then/9 smallest 3(mod 4) labels are already assigned. So we assign the nextn/9 smallest
3(mod 4) labels to be incident to the bad verties; the largest of theselabels is less than 8n/9. Finally, we
will assign then/9 smallest 0(mod 4) labels to be incident to the bad vertices. Thus, the largest vertex-sum
at a bad vertex is less than 3(4n/9)+8n/9 < 3n. Hence, no bad vertex will conflict with any vertex inA.
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To ensure that no two bad vertices conflict, we assign the labels to the final 1-factor in order of increasing
partial sum at the bad vertices. After we assign all the labels incident to the bad vertices, we assign the
remaining labels incident to the good vertices, again in order of increasing partial sum inB. This ensures
that no two good vertices conflict. If the partial sum at a vertex ofA is 4n−2 we call itsmall; otherwise we
call it big. After we assign the labels on the final 1-factor, the smallest possible vertex-sum at a big vertex is
(8n−2)+4= 8n+2; the largest possible sum at a small vertex is(4n−2)+4n= 8n−2. So no small vertex
conflicts with a big vertex. Additionally, all the small vertex-sums are distinct; so are the large vertex-sums.
Thus, the labeling is antimagic. �
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