The best-fit subspace problem may be viewed as a generalization of the classic Fermat-Torricelli problem regarding the location of points in the plane. Best-fit subspaces form the basis for important problems in statistical learning and location theory.

We will discuss results regarding L1-norm best-fit hyperplanes and lines. Though the objective function is nonlinear, non-convex, and non-differentiable, the L1-norm best-fit hyperplane problem can be solved to global optimality by solving a series of linear programs.

We also propose a method for estimating the L1-norm best-fit line. The results can be used for robust principal component analysis and facility location.
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