
Word and tree-based similarities for textual entailment

Frank Schilder
R&D

Thomson Legal & Regulatory
610 Opperman Drive

Eagan MN 55123, USA
Frank.Schilder@Thomson.com

Bridget Thomson McInnes
Department of Computer Science

and Engineering
University of Minnesota

200 Union Street SE
Minneapolis MN 55455, USA
bthomson@cs.umn.edu

Abstract

To calculate the textual entailment be-
tween two sentences in the RTE data,
we use a word-based similarity combined
with a tree-based similarity approach. For
each approach, we experiment with two
different metrics. In order to combine
the four different metrics we use an SVM
trained on the development set. Our re-
sults show an overall accuracy of 0.5437-
0.555.

1 Introduction

The textual entailment challenge is defined as the
task of determining whether the hypothesis H is en-
tailed by a longer text T . The definition of textual
entailment is based on the human capability in read-
ing T and inferring that H is most likely true. The
textual entailment relation holds, for example, for
the following pair:

T : The settlement must be approved by Citigroup’s
board of directors and the board of Regents of
the University of California, the lead plaintiff
for investors in the case.

H: The settlement is pending approval by Citi-
group’s directors and the board of Regents at
the University of California.

The textual entailment relation does not hold, on the
other hand, for the following pair:

T : Arsenal sneaked a 1-0 victory over Birming-
ham at Highbury, taking advantage of Stephen
Clemence’s own-goal in the 81st minute.

H: Arsenal lost to Birmingham.

For this year’s challenge, a development data set
of 800 pairs was provided by the organizers. This set
is divided into four subsets. The subsets are created
for different applications and partly taken from the
output from actual NLP systems. The four applica-
tion settings are information extraction (IE), infor-
mation retrieval (IR), question answering (QA), and
multi-document summarization (SUM).

Our approach is partly motivated by the four dif-
ferent application settings. We hypothesized that the
subtasks IE and IR are better addressed by a word-
based similarity approach, whereas QA and SUM
would benefit more from a tree-based approach that
takes the tree structure of the generated parse tree
into account. Based on this assumption, we devel-
oped two word-based similarity and two tree- based
similarity approaches. Given the similarity scores
for each of these metrics we used an SVM to com-
pute the best combination of the computed metrics,
the subtasks and the lengths of T and H .

2 Semantic similarity approaches

In this section, we discuss two word-based semantic
similarity metrics to identify the similarity between
two sentences as a function of the similarity between
the words in the sentence. How similarities of words
can be measured are described in section 2.1 before
we describe in more detail the two metrics between



sentences we developed based on (Corley and Mi-
halcea, 2005).

2.1 Word-based approaches to semantic
similarity

There exist a number of similarity measures which
rely on the position of words in an is-a hierarchy and
relatedness measures which do not rely on such a
hierarchy. For the word-based similarity approach,
we chose to look at seven measures. The similar-
ity measures used can be grouped into two cate-
gories: path length based and information content
(IC) based. The path length based measures used
are: Wu & Palmer, Leacock & Chodorow, and Path.
The IC measures used are: Resnik, Jiang & Conrath,
and Lin. The relatedness measure used is Lesk.

The (Wu and Palmer, 1994) similarity measure
defined in Equation 1 measures the depth of two
concepts in WordNet and the depth of their least
common subsumer (LCS). The LCS is the most spe-
cific concept two concepts share as an ancestor.

simwup =
2 ∗ depth(lcs(c1, c2))

depth(c1) + depth(c2)
(1)

The (Leacock and Chodorow, 1998) measure de-
fined in Equation 2 is the negative log of the shortest
path between two concepts in a taxonomy (in this
case WordNet, (Fellbaum, 1998)) divided by twice
the total depth of the taxonomy (D).

simlch = −log
minpath(c1, c2)

2 ∗ D
(2)

The Path measure (Pedersen et al., 2004) is a sim-
ple measure that determines the similarity between
two concepts in WordNet by counting the number of
nodes between them.

The (Resnik, 1995) measure defined in Equation
3 is based on the information content. It is the neg-
ative log of the probability of the concepts which is
define as the information content of the LCS of the
two concepts.

simres = IC(lcs(c1, c2) = −log(P (lcs(c1, c2)))
(3)

The (J. Jiang, 1997) measure defined in Equation
4 is based on the IC of the two concepts as defined by

(Resnik, 1995). The measure is modified to include
the length of the path between the two concepts.

simjcn =
1

IC(c1) + IC(c2) − 2 ∗ IC(lcs(c1, c2))
(4)

The (Lin, 1998b) measure defined in Equation 5
is also based on (Resnik, 1995) IC but is modified to
include the IC of the two concepts.

simlin =
2 ∗ IC(lcs(c1, c2))

IC(c1) + IC(c2)
(5)

The (Lesk, 1986) measure is based on the overlap
between the words in the two concepts definitions
(in this case WordNet glosses).

2.2 Computing word similarity for sentences

In this section, we propose two metrics to deter-
mine the similarity between two sentences based on
the similarity between the words in the sentences.
The first is a non-symmetric metric that computes
the Euclidean distance between a vector of similar-
ity scores and the origin (OVA). The second one
is a symmetric metric that computes the Euclidean
distance between two vectors containing similarity
scores (TVA).

2.2.1 Origin vector approach

In the origin based approach (OVA), for each
word in the text sentence, we obtain the maximum
similarity score between the text word and the words
with the same corresponding part-of speech in the
hypothesis sentence using the similarity and relat-
edness measure described above. The similarity
scores are obtained using the WordNet::Similarity
package (Pedersen et al., 2004). The measures
are defined for concept-concept similarity but can
be used for word-word similarity as well. Word-
Net is a lexical reference system which models
the hierarchical relationships between words. The
similarity package requires that each word has a
predefined WordNet sense. To obtain these, we
use the WordNet::SenseRelate::AllWords (Miche-
lizzi, 2005) package which assigns a WordNet sense
to every content word in a sentence. This approach
performed better than using just the first sense of the
word.



WordNet is only defined for noun and verbs.
Hence, for adjectives and adverbs, we perform an
exact lexical matching giving them a maximum sim-
ilarity score of one for a match and zero otherwise.
This equation is similar to the maxSim equation pro-
posed by (Corley and Mihalcea, 2005).

These computations give us a vector of maximum
similarity scores which we weight by multiplying
the maximum similarity score for the text word with
its Inverse Document Frequency (IDF), as defined
in Equation 6 where tk is a word in the text sentence
(cf. (Corley and Mihalcea, 2005)).

simtk =
maxSim(tk) ∗ IDF (tk)

∑

ti
maxSim(ti) ∗ IDF (ti)

(6)

The Euclidean distance using Equation 7 is cal-
culated between the similarity vector and the origin
. The closer to the origin the vector is the less sim-
ilar the text and hypothesis sentences are from one
another.

simScore(Ti, Tj) =

√

∑

tk

sim2
tk

(7)

2.2.2 Two vector approach

In the two vector approach (TVA), we create a
similarity vector for the text sentence as described in
our previous approach. We then perform the same
calculations only reversing the text and hypothesis
sentences, obtaining a similarity vector for the hy-
pothesis sentence. We then calculate the Euclidean
distance using Equation 8 between the text vector (t)
and the hypothesis vector (h). The size of the t and
h vectors should be equal, as required by the met-
ric. Therefore, we pad the smaller of the two vectors
with zero’s. The smaller the distance between the
two vectors the more likely it is that they are related.

simScore(Ti, Tj) =

√

∑

wk

(simtk − simhk
)2 (8)

3 Tree-based approaches to semantic
similarity

In order to compute the similarity between the parse
trees, we used two tree similarity measures found
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Figure 1: The three editing options

in the literature. The first one is based on the algo-
rithm developed by (Shasha and Zhang, 1989) and
has already been used in the context of the textual
entailment challenge by (Kouylekov and Magnini,
2005). The second one is an approximate tree simi-
larity metric proposed by (Augsten et al., 2005). For
the remainder of this paper, these metrics will be
called fdist and adist, respectively. The tree struc-
tures used for these similarity metrics were derived
from dependency parses we obtained from running
the MiniPar parser on all T − H pairs (Lin, 1998a).

In the following sections, we will briefly describe
the two algorithms. However, due to the limited
space we refer the reader to the detailed description
of these algorithms in the literature.

3.1 fdist

The original tree edit distance algorithm allows for
three different operations in order to transform a tree
t into a tree h: (a) delete, (b) insert and (c) change.
Figure 1 depicts these three operations. The weights
of the penalties imposed by the three different oper-
ations are defined in table 1.1

1The function nodes(T ) generates the set of all nodes and
leaves in a tree T . The function mi-penalty(x,y) gives back a
penalty based on the mutual information for the words x and y.



X → Λ : 0

Λ → x :

{

0 if x ∈ nodes(H)
5 otherwise

x → y : mi − penalty(x, y)

Table 1: Penalty for editing operations

Note that our approach differs from the one pro-
posed by (Kouylekov and Magnini, 2005). Instead
of relying on the IDF measures, we used mutual in-
formation (mi) as an information theoretic measure
for the similarity between words to be changed. This
measure has shown good results for the automatic
discovery of synonyms (Turney, 2001).

Instead of mining the web, as (Turney, 2001) did,
we extracted the mutual information for word pairs
from a large news corpus. Incorporating this mea-
sure into the change penalty of the tree similarity
algorithm will allow us to model the transformation
from T to H based on the shared information of the
words. The function mi − penalty is defined in a
way that words that normally occur in similar con-
texts will get a low penalty (e.g. bought/purchased),
whereas words that do not share the same context
will get a very high penalty.

While experimenting with the tree-edit distance
algorithm, we noticed that one drawback of this ap-
proach is that the operations are carried out without
taking the context into account. Passive sentence
or transposed sentences would get an unusual high
penalty. Hence, we were looking for a tree similarity
algorithm that focuses more on the actual structure
of the tree.

3.2 adist

The approximate tree edit distance algorithm pro-
posed by (Augsten et al., 2005) has a number of
advantages over the original tree edit distance algo-
rithm by (Shasha and Zhang, 1989). Differences in
the actual tree structure become more pronounced
and it is computationally far less expensive.

The algorithm uses so-called p, q-grams which are
computed on the basis of an extended tree Tp,q that
contains extra empty nodes (see figure 2). The p, q-
grams are derived from all possible subtrees of Tp,q

given an anchor node that has p − 1 ancestors and q

children. In the extended tree in figure 2, the node
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Figure 2: p, q-extended tree with p = 2, q = 3

bought would be a possible anchor that has ∗ as an-
cestor and combined with the bag of all possible q

children produces the following p, q-grams:
{[∗, bought, ∗, ∗, John], [∗, bought, ∗, John, car],
[∗, bought, John, car, ∗], [∗, bought, car, ∗, ∗]}.
By generating all possible p, q-grams for two trees
we obtain a profile Pp,q(t) for a given tree t. Given
a profile for each tree, the similarity score for two
trees t, h is computed as follows:

adist(t, h) = 1 − 2
| Pp,q(t) ∩ Pp,q(h) |

| Pp,q(t) ∪ Pp,q(h) |
(9)

4 Combining word-based and tree-based
approaches

After obtaining all the scores for the word-based and
the tree-based approaches, we used these features
for training an SVM. In addition to the similarity
scores, we added the length of the text and hypothe-
sis as well as the subtask as additional features. We
used WEKA for training the SVM using the stan-
dard polynomial kernel provided by this machine
learning environment (Witten and Frank, 2005).

5 Results

We submitted two runs varying the two different
word-based methods. The first run uses the word-
based origin vector approach (OVA) combined with
the two tree-based approaches adist and fdist. The
second run uses the word-based two vector approach
(TVA) again combined with the two tree- based ap-
proaches. The results for the test set can be found in
figure 2.

The results are within the range of accuracy re-
sults obtained by systems for last year’s challenge



All IE IR QA SUM

RUN 1
Acc 0.5437 0.405 0.55 0.605 0.615
RUN 2
Acc 0.5550 0.425 0.58 0.590 0.625

Table 2: Results for test set Run1 and Run 2

(i.e. best participating system: 0.586). In particular,
the results for the subtasks QA and SUM seem to be
encouraging. On the other hand, the result for IE is
far below the baseline (i.e. 0.5).

6 Analysis

Our assumption that the word-based approaches
combined with the tree-based ones would lead to an
improvement of the entire accuracy did turn out to
be only partly true. Moreover, the results for the test
set turned out to be quite a bit lower than what we
had obtained for the training set. The accuracy for
the training set can be found in figure 3.

All IE IR QA SUM

RUN 1
Acc 0.634 0.600 0.550 0.635 0.830
RUN 2
Acc 0.650 0.605 0.585 0.655 0.815

Table 3: Results for development set

A closer look reveals that the drop in performance
is highly subtask-dependent. Whereas IE and SUM
show a very high drop in accuracy (i.e. up to 0.215),
IR and QA showed virtually no or only a modest
decrease in accuracy (i.e. 0.064).

The bad performance for the IE subtask may re-
sult from the fact that the tree-based approaches
match the root of the parse trees which works fine
for the following training example, where T does
not entail H:

T : ECB spokeswoman, Regina Schueller, declined
to comment on a report in Italy’s La Repub-
blica newspaper that the ECB council will dis-
cuss Mr. Fazio’s role in t he takeover fight at its
Sept. 15 meeting.

Approach Acc.
OVA 0.5162
TVA 0.5225
ADIST 0.5812
FDIST 0.6050
A-FDIST 0.6275
ADIST + FDIST + OVA (RUN 1) 0.6337
ADIST + FDIST + TVA (RUN 2) 0.6500

Table 4: Individual results for the development set

H: Regina Shueller works for Italy’s La Repubblica
newspaper.

The test set, on the other hand, seemed to contain
many example where the H had to be inferred from
a subtree of the parse tree (e.g. a relative clause).

T : The British ambassador to Egypt, Derek
Plumbly, told Reuters on Monday that author-
ities had compiled the list of 10 based on lists
from tour companies and from families whose
relatives have not been in contact since the
bombings.

H: Derek Plumbly resides in Egypt.

Since told and reside bear a high penalty, our system
does not derive the entailment relation via the tree-
based approaches nor do the word-based approaches
establish a semantic similarity between this very
short H and the relatively long T .

The prediction we made that a combination of dif-
ferent approaches to semantic similarity would be
beneficial was not true for the test set, even though
the results for the development set seemed to indi-
cate that. The results shown in table 4 describe an
improvement of system’s accuracy when different
approaches are combined.

The same numbers obtained after submitting our
two runs, however, show a different picture for the
test set. The results of the individual approaches
in table 5 prove that a combination of word-based
and tree-based similarity measures did actually hurt
accuracy. The combined tree-based approach (A-
FDIST) would have produced a better performance
for the test set (i.e. 0.5627).

Analyzing the results for the training set, we no-
ticed that the length feature for T and H alone could



give surprisingly good results. A tree stump trained
only on these two features obtained an accuracy of
0.5738. This seems to be an artifact that should be
avoided by producing balanced training and test sets
wrt. sentence length in the future.
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