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Abstract—In large scale data storage systems, RAID-6 has re-
ceived more attention due to its capability to tolerate concurrent
failures of any two disks, providing a higher level of reliability.
However, a challenging issue is its scalability, or how to efficiently
expand the disks. The main reason causing this problem is the
typical fault tolerant scheme of most RAID-6 systems known
as Maximum Distance Separable (MDS) codes, which offer data
protection against disk failures with optimal storage efficiency
but they are difficult to scale.

To address this issue, we propose a novel Stripe-based Data
Migration (SDM) scheme for large scale storage systems based
on RAID-6 to achieve higher scalability. SDM is a stripe-level
scheme, and the basic idea of SDM is optimizing data movements
according to the future parity layout, which minimizes the
overhead of data migration and parity modification. SDM scheme
also provides uniform data distribution, fast data addressing and
migration. We have conducted extensive mathematical analysis
of applying SDM to various popular RAID-6 coding methods
such as RDP, P-Code, H-Code, HDP, X-Code, and EVENODD.
The results show that, compared to existing scaling approaches,
SDM decreases more than 72.7% migration I/O operations and
saves the migration time by up to 96.9%, which speeds up the
scaling process by a factor of up to 32.

Index Terms—RAID-6; MDS Code; Performance Evaluation;
Scalability; Reliability

I. INTRODUCTION

Redundant Arrays of Inexpensive (or Independent) Disks
(RAID) [18] [5] is a popular choice to supply both high
reliability and high performance storage services with ac-
ceptable spatial and monetary cost. In recent years, with
the development of cloud computing, scalability becomes an
important issue [1] which is urgently demanded by RAID
systems due to following reasons,

1) By extending more disks, a disk array provides higher
I/O throughput and larger capacity [29]. It not only satisfies
the sharp increasing on user data in various online applications
[7], but also avoids the extremely high downtime cost [17].

2) RAID-based architectures are widely used for clusters
and large scale storage systems, where scalability plays a
significant role [14] [23].

3) The storage efficiency can be improved by adding more
disks into an existing disk array which also decreases the cost
of the storage system.

With higher possibility of multiple disk failures [24] [19],
RAID-6 has received more attention than ever. There are
many implementations of RAID-6 based on various of erasure
coding technologies, of which Maximum Distance Separable

(MDS) codes are typical. MDS codes offer protection against
disk failures with given amount of redundancy [4]. According
to the distribution of data and parity, MDS codes can be
categorized into horizontal codes [22] [2] [6] [3] [20] and
vertical codes [4] [28] [27] [15] [25] [26].

However, existing solutions in disk arrays [32] [31] are
not suitable for RAID-6 scaling (a process to add disks to
an existing disk array). Researchers face a challenge to find
an effective solution to scale RAID-6 systems based on MDS
codes efficiently. First, existing approaches are proposed for
general case in RAID-0 or RAID-5 [9] [16] [30] [8] [31] [12]
[32], which cannot adopt various coding methods in RAID-
6. For example, As shown in Figures 1 and 2, RDP and P-
Code have different layouts of data and parity. Thus the scaling
scheme should be designed according to the characteristic of
RDP or P-Code, respectively. Second, typical scaling schemes
are based on round-robin order [9] [16] [30] [31], which
are not suitable for RAID-6 due to high overhead on parity
migration, modification and computation. One of the reasons is
that the parity layouts of RAID-6 codes are complex. Another
reason is that the stripes are dramatically changed after scaling.
For example, a movement on any data element may lead to up
to eight additional I/O operations on its corresponding parity
elements.

To address the above challenge, we propose a new Stripe-
based Data Migration (SDM) scheme to accelerate RAID-
6 scaling. Different from existing approaches, SDM exploits
the relationships between the stripe layouts before and after
scaling to make scaling process efficiently.

We make the following contributions in this work:
• We propose a new data migration scheme (SDM) to

address RAID-6 scalability problem, a significant issue
in large scale data storage systems. SDM accelerates
RAID-6 scaling process, in terms of the number of
modified parities, the number of XOR calculations, the
total number of I/O operations and the migration time;

• SDM balances I/O distribution among multiple disks in
a disk array, reducing the migration time indirectly;

• SDM provides fast data addressing algorithms.
The rest of this paper continues as follows: Section II dis-

cusses the motivation of this paper and details the background
of existing scaling methods. SDM scheme is described in detail
in Section III. Section IV gives the quantitative analysis on
scalability. Finally we conclude the paper in Section V.



(a) Horizontal parity coding of
RDP (p = 5).

(b) Diagonal parity coding of
RDP (p = 5).

(c) Horizontal parity coding of RDP
(p = 7).

(d) Diagonal parity coding of RDP
(p = 7).

Fig. 1. RDP Code (for p+ 1 disks).

(a) Vertical parity coding of P-Code
for p− 1 disks (p = 7).

(b) Vertical parity coding of P-Code
for p disks (p = 7).

Fig. 2. P-Code.

II. BACKGROUND AND MOTIVATION OF OUR WORK

In this section we discuss the background of the scaling
schemes, problems in existing MDS codes and our motivation.
To facilitate our discussion, we summarize the symbols used
in this paper in Table I.

A. Desired Scaling Features in RAID-6

To extend a disk array, some data need to be migrated
to the new disk(s) to achieve a balanced data distribution.
During data migration, we prefer to keep an evenly distributed
workload and minimize the data/parity movement. Combined
with existing scaling approaches [32] and the real cases in
RAID-6, the following four features are typically desired,

Feature 1 (Uniform Data Distribution): Each disk has the
same amount of data blocks to maintain an even workload.

Feature 2 (Minimal Data & Parity Migration): The ex-
tended disks are served as data disks because the parity disks
exist before scaling, so by adding m disks to a RAID-6 system
with nd data disks storing B data blocks, the expected total
number of data movements is m ∗B/(m+ nd).

Feature 3 (Fast Data Addressing): The locations of blocks
in the array can be efficiently computed.

Feature 4 (Minimal Parity Computation & Modification):
A movement on data block could bring modification cost on its
corresponding original parities and computation cost on new
parities, so movements on data blocks should be limited in the

TABLE I
A LIST OF SYMBOLS IN THIS PAPER

Symbols Description
n number of disks in a disk array before scaling
m number of extended disk(s)
B total number of data blocks (data elements)
P,Q parity blocks before scaling
P ′, Q′ parity blocks after scaling
S, S′ total number of stripes before/after scaling
nd, nd′ number of data disks before/after scaling
Sid, S

′
id stripe ID before/after scaling

i, i′ row ID in a stripe before/after scaling
j, j′ column ID (disk ID) in a stripe before/after scaling
ns number of stripes in each stripe set
ne total number of data elements in each stripe before scaling
nec total number of data elements in each column per stripe set
Rd data migration ratio
Rp parity modification ratio
nio total number of I/O operations
Tb access time of a read/write request to a block
Tm migration time

original parity chain and thus parity blocks can be retained
without any change.

B. Existing Fast Scaling Approaches

Existing approaches to improve the scalability of RAID
systems include Round-Robin (RR) [9] [16] [30], Semi-RR
[8], ALV [31], MDM [12], FastScale [32], etc. To clearly
illustrate various strategies in RAID-6, we use P /Q (e.g., P1

and Q1) to delegate various parity blocks before scaling and
P ′/Q′ (e.g., P ′1 and Q′1) for the parity blocks after scaling.
If the parity block is still presented by P /Q after scaling, it
means that parity is unchanged.

Traditional RR and Semi-RR approaches can be used in
RAID-6 under two restrictions. First, all data blocks are
migrated based on round-robin order in the scaling process.
Second, all parity blocks are retained without any movement.

For a traditional RR scaling approach (as shown in Figure
3), obviously, all parities need to be modified and recalculated
after data migration. Although RR is a simple approach to
implement on RAID-6, it brings high overhead.

Based on RR approach, Brown [16] designed a reshape
toolkit in the Linux kernel (MD-Reshape), which writes map-
ping metadata with a fixed-size window. Due to the limitation
of RR approach, metadata are frequently updated by calling
MD-Reshape function, which is inefficient.

Fig. 3. RAID-6 scaling in RDP from 6 to 8 disks using RR approach (all
data blocks are migrated).

Semi-RR [8] (Figure 4) is proposed to decrease high migra-
tion cost in RR scaling. Unfortunately, by extending multiple



TABLE II
SUMMARY ON VARIOUS FAST SCALING APPROACHES

Name Features in Section II-A Used in
1 2 3 4 RAID-6?

RR
√

×
√

× conditionally
Semi-RR × ×

√
× conditionally

ALV
√

×
√

× ×
MDM ×

√ √ √
×

FastScale
√ √ √ √

×
SDM

√ √ √ √ √

disks, the data distribution is not uniform after scaling.

Disk1 Disk2 Disk3 Disk4 Disk5 Disk6Disk0 Disk1 Disk2 Disk3 Disk4 Disk5 Disk6Disk0

Fig. 4. RAID-6 scaling in P-Code from 6 to 7 disks using Semi-RR approach.

ALV [31] and MDM [12] are RAID-5 scaling approaches,
Fastscale [32] accelerates the scaling process of RAID-0. They
take advantages of both RR and Semi-RR approaches, and
improve the migration efficiency. However, they cannot be
applied in RAID-6.

C. Our Motivation

We summarize the existing fast scaling approaches in Table
II. Although these fast scaling approaches offer some nice
features for RAID-0 or RAID-5, it is not suitable for RAID-6
due to the special coding methods, of which MDS codes are
popular. Figures 1 and 2 show the parity layout of RDP [6]
and P-Code [15], where there are several problems regarding
scalability. First, existing scaling approaches are difficult to
be applied in these codes. If we extend a RAID-6 disk array
based on RDP from 6 to 8 disks, any new data cannot be
migrated into the dedicated parity disks (columns 6 and 7).
On the other hand, if we select P-Code, we needn’t care about
the dedicated parity disks. Second, few strategies on reducing
parity modification are involved in existing methods. Actually,
for keeping parity consistency, too many parity elements have
to be recalculated and modified because of the movements on
their corresponding data elements in RAID-6. It causes high
computation cost, modification overhead, and an unbalanced
migration I/O.

In summary, existing scaling approaches are insufficient to
satisfy the desired four features listed in Section II-A, which
motivates us to propose a new approach on RAID-6 scaling.

III. STRIPE-BASED DATA MIGRATION SCHEME

In this section, a Stripe-based Data Migration (SDM)
scheme is designed to accelerate the RAID-6 scaling. The

TABLE III
PRIORITIES OF DATA/PARITY MIGRATION IN SDM (FOR A MOVEMENT

ON SINGLE DATA/PARITY ELEMENT)

Priority
Number of modified Overhead of Parity

Parities (for Data/Parity Migration Computation
parity consistency) & Modification Cost

1 none 2 I/Os none
2 one 4 I/Os 1 XOR
3 two 6 I/Os 2 XORs
4 three or more ≥ 8 I/Os 4 XORs

purpose of SDM is to minimize the parity migration, mod-
ification and computation according to a global point view on
single/multiple stripe(s), not limited to a migration on single
data/parity element as Round-Robin [9] [16] [30].

To clearly illustrate the stripes before/after scaling, we
define four types of stripes as follows,

Old Used Stripe (OUS): A used stripe before scaling.
Old Empty Stripe (OES): An empty stripe before scaling.
New Used Stripe (NUS): A used stripe after scaling.
New Empty Stripe (NES): An empty stripe after scaling.
In our SDM scheme, an OUS/OES corresponds to a

NUS/NES with the same stripe ID, respectively. SDM scheme
takes the following steps,

1. Priority Definition: Define the different priorities for the
movements on single data/parity.

2. Layout Comparison: Compare the layouts before and
after scaling and find a cost-effective way to change the layout
of a stripe. The data/parity movements in this step should have
the highest priority.

3. Load Balancing Check: According to the data distri-
bution in the stripes (after Step 2), select a small portion of
stripes to balance the workload. The data/parity movements in
this step can have acceptable overhead.

4. Data Migration: Based on the migration schemes in
Steps 2 and 3, start data migration for each stripe.

Typically, without any special instructions, a data/parity
block (in logical address view) corresponds to a data/parity
element (in parity layout view) in a stripe. Due to the differ-
ence between horizontal and vertical codes, we design various
scaling schemes and discuss them separately. In this section,
we use RDP [6] (a typical horizontal code) and P-Code [15]
(a typical vertical code) as examples to show how SDM works
in RAID-6, scaling from 6 to 8 disks and from 6 to 7 disks,
respectively. Their corresponding parity layouts are shown in
Figures 1 and 2.

A. Priority Definition of Data/Parity Movements

Due to complex parity layouts in RAID-6, several scenarios
on data movements should be considered. Due to this reason,
we define the priorities of data/parity migration in SDM
according to the number of modified parities as summarized
in Table III. Higher priority means lower overhead on total
IOs and parity computation.

According to the various priorities in Table III, we can
measure whether a movement is efficient or not. For example,



as shown in Figure 5, Block 0 is migrated from disk 2 to
disk 0, and other blocks are retained without any movement.
From horizontal parity’s point of view (shown in Figure 5(a)),
Block 0 also stays in the original horizontal parity chain
and the corresponding parity P0 needn’t be changed. On the
other hand, considering the aspect of diagonal parity (shown
in Figure 5(b)), Block 0 also shares the same parity chain
with other blocks (e.g., Blocks 11, 14, P1 and Q0), and the
corresponding parity element could be retained. Therefore, the
movement of Block 0 doesn’t change any parity and has the
highest priority (Priority 1) in the scaling process.

(a) Horizontal parity view. (b) Diagonal parity view.

Fig. 5. Data movement of Block 0 in Figure 3.

B. Layout Comparison

Compared to the current and future parity layouts, we
propose different rules for horizontal and vertical codes,

1) Rules for Horizontal Codes:
• (Parity Disks Labeling) The parity disks are retained and

the extending disk(s) are used for data disk(s).
• (Extended Disk(s) Labeling) If m disk(s) are added into

a disk array, the new disk(s) are labeled as the m middle
column(s) (in the middle of all data columns).

• (Rows Labeling) If an Old Used Stripe (OUS) contains
nr rows, these rows are labeled as the first nr rows in
the New Used Stripe (NUS).

• (Special parity handling) If horizontal parities take part
in the calculation of diagonal/anti-diagonal parities, the
priority of data/parity movement in the horizontal chain
is higher than that in diagonal/anti-diagonal parity chain.
Conversely, if diagonal/anti-diagonal parities take part
in the calculation of horizontal parities, the priority of
data/parity movement in the diagonal/anti-diagonal chain
is higher than that in horizontal chain.

• (Data/Parity Migration) Select proper data/parity move-
ments with the highest priority.

For example, if we want to scale a RAID-6 array using RDP
from 6 to 8 disks, compared to the layouts in Figure 1, we
have the following strategies according to the above rules,

1.(Parity Disks Labeling) Columns 4 and 5 in Figures 1(a)
and 1(b) are retained as parity columns, and the column IDs
are changed to columns 6 and 7 in Figures 1(c) and 1(d).

2.(Extended Disk(s) Labeling) Two extended disks are re-
garded as data disks and labeled as columns 2 and 3, causing
the lowest overhead as shown in Table IV.

TABLE IV
DIFFERENT OVERHEAD OF EXTENDED DISK(S) LABELLING IN SDM

Extended disk(s) Minimal number of Migration
labeling moved data/parity Cost

columns 0 and 1 10 20 I/Os
columns 1 and 2 6 12 I/Os
columns 2 and 3 4 8 I/Os
columns 3 and 4 4 8 I/Os
columns 4 and 5 6 12 I/Os

other cases ≥ 6 ≥ 12 I/Os

3.(Rows Labeling) The row IDs in each Old Used Stripe
(OUS) are retained. By extending more disks, the size of
stripes becomes larger and contains several new rows, which
are known as “phantom” rows [21] in the scaling process.

4.(Special parity handling) The priority of data/parity
movement in the horizontal chain is higher than that in
diagonal/anti-diagonal parity chain.

5.(Data/Parity Migration) Blocks 2, 6, 3 and 13 are selected
to migrate as shown in Figure 6, and all data blocks also
share the same parities with the new parity layout. Therefore,
all parity blocks are retained and these movements have the
highest priority.

(a) Logical address view.

(b) Horizontal parity view. (c) Diagonal parity view.

Fig. 6. Data/parity migration in Layout Comparison Step (RDP code, scaling
from 6 to 8 disks).

2) Rules for Vertical Codes:
• (Original Disks Labeling) Original disk IDs are retained

and the extended disks are used for data disks.
• (Extended Disk(s) Labeling) By extending m disk(s) into

a disk array, the new disks are labeled as the last m
columns.

• (Rows Labeling) If an Old Used Stripe (OUS) contains
nr data rows, which are labeled as the same row ID in
the New Used Stripe (NUS). The dedicated parity rows
are labeled according to the new layout.

• (Data/Parity Migration) Select proper data/parity move-
ments which have the highest priority.



For example, if we want to scale a RAID-6 array using P-
Code from 6 to 7 disks, compared to the layouts in Figure 2,
we have the following strategies according to the above rules,

1.(Disks Labeling) As shown in Figure 7, original column
IDs are retained. The new disk is labeled as Column 6.

2.(Rows Labeling) The row IDs in each Old Used Stripes
(OUSs) are retained.

3.(Data/Parity Migration) Blocks 0 and 1 are selected to
migrate as shown in Figure 7, which have the highest priority
and three parities (P3, P4 and P5) are modified in each stripe.

(a) Logical address view.

(b) Vertical parity view.

Fig. 7. Data/parity migration in Layout Comparison Step (P-Code, scaling
from 6 to 7 disks).

C. Load Balancing Check in SDM

Although the layout comparison can minimize the overhead
of scaling process due to the highest priority data/parity
movements in this step, it suffers unbalanced I/O which is
a serious issue in RAID systems [26] [13] [10]. To address
this problem, a load balancing check is applied to achieve an
even workload.

In the load balancing check step, first we get the statistics
of data distribution after layout comparison. For example, the
data distributions in RDP and P-Code are shown in the second
row (Stripe ID is 0) in the Tables V and VI. We notice that they
are unbalanced distributions, where different columns have
various number of data elements.

For horizontal and vertical codes, the following methods are
used to achieve a uniform data distribution,

(For horizontal codes) Most horizontal codes have asym-
metrical data and parity distribution, so a small portion of
stripes are sacrificed with a little higher migration cost (called
“sacrificed stripes”). In the load balancing check step, the
portion of sacrificed stripes are calculated, and proper blocks
in these stripes are migrated to achieve an even workload.

(For vertical codes) Most vertical codes have symmetrical
data and parity distribution, the data elements in each stripes
are migrated alternately, and a small portion of stripes are
chosen without any movement (called “retained stripes”).

To calculate the percentage of sacrificed/retained stripes,
we define “Stripe Set” as ns stripes with uniform data

TABLE V
DATA DISTRIBUTION OF RAID-6 SCALING USING SDM SCHEME (RDP

CODE, SCALING FROM 6 TO 8 DISKS)

Stripe Total Data Column ID
ID Elements 0 1 2 3 4 5
0 16 4 3 2 2 2 3
1 16 4 3 2 2 2 3
2 16 0 2 4 4 4 2

stripe set 48 8 8 8 8 8 8(three stripes)

TABLE VI
DATA DISTRIBUTION OF RAID-6 SCALING BY USING SDM SCHEME

(P-CODE, SCALING FROM 6 TO 7 DISKS)

Stripe Total Data Column ID
ID Elements 0 1 2 3 4 5 6
0 12 1 1 2 2 2 2 2
1 12 2 2 1 1 2 2 2
2 12 2 2 2 2 1 1 2
3 12 1 1 2 2 2 2 2
4 12 2 2 1 1 2 2 2
5 12 2 2 2 2 1 1 2
6 12 2 2 2 2 2 2 0

stripe set 84 12 12 12 12 12 12 12(seven stripes)

distribution. Suppose nd′ is the total number of data disks after
scaling, and ne is the total number of data elements in a stripe
before scaling. ns can be computed by ns = lcm{nd′ ,ne}

ne
.

Thus in a stripe set, the total number of data elements in each
column (denoted by nec) is nec =

lcm{nd′ ,ne}
nd′

.
A small portion of stripes in each stripe set (one stripe

in typical) are selected as sacrificed or retained stripes. For
example, as shown in Table V, each stripe set contains three
stripes (ns = lcm{16,6}

16 = 48/16 = 3), where the last one is
selected as sacrificed stripe. In each stripe set, each column
should contain 8 data elements (nec =

lcm{16,6}
6 = 48/6 = 8),

so the data distribution in the sacrificed stripe (Stripe ID is 2)
is 0, 2, 4, 4, 4, 2 (e.g., the number of data elements in column 0
is: nec−2∗4 = 8−8 = 0). Similarly, as shown in Table VI, the
stripe set size for P-Code is 7 (ns =

lcm{12,7}
12 = 84/12 = 7)

and the last stripe is used as retained stripe.
We summarize the migration process in the load balancing

check step based on the priority level, shown in Figures 8
and 9. Due to the space limit, in Figure 9, we only give
the migration process of the third stripe (Stripe ID is 2 in
Table VI) in each stripe set. Obviously, in Tables V and VI,
each stripe set has an even data distribution. Because the data
selections and operations are the same in each stripe set, the
corresponding calculations are performed only once. Thus the
overhead of load balancing check step is very small.

D. Data Migration

After the steps of layout comparison and load balancing
check, a comprehensive migration strategy can be derived and
then the system can start the data migration process. We notice
that Feature 2 can be satisfied and have the following theorem,

Theorem 1: For any MDS code scaling from n disks to n+
m disks by using SDM scheme, the total number of migrated



(a) Logical address view.

(b) Horizontal parity view. (c) Diagonal parity view.

Fig. 8. Data/parity migration in load balancing check step (RDP code, scaling
from 6 to 8 disks).

(a) Logical address view.

(b) Vertical parity view.

Fig. 9. Data/parity migration in load balancing check step (P-code, scaling
from 6 to 7 disks).

data blocks is m ∗B/(m+ nd), where nd is the number of
data disks before scaling.

Due to space limit, we only demonstrate this theorem is
correct for RDP scaling from 6 to 8 disks and P-Code scaling
from 6 to 7 disks. The total number of migrated data blocks
in the two examples are B/3 and B/7, respectively.

E. Data Addressing Algorithm

The data addressing algorithms of the two examples on RDP
and P-Code are shown in Algorithms 1 and 2. SDM scheme
satisfies fast addressing feature in Section II-A. For a disk
array scaling from 6 to 8 then to 12 disks by using RDP
code, our algorithms can be used multiple times by saving the
initialization information.

F. Property of SDM

From the above discussion, we can see that SDM satisfies
the desired features 1-3 of RAID-6 scaling defined in Section
II-A. SDM also satisfies the Feature 4: minimal modification
and computation cost of the parity elements, which is dis-
cussed in detail in Sections IV.

IV. SCALABILITY ANALYSIS

In this section, we evaluate the scalability of various MDS
codes by using different approaches.

A. Evaluation Methodology

We compare SDM scheme to Round-Robin (RR) [9] [16]
[30] and Semi-RR [8] approaches. ALV [31], MDM [12] and
FastScale [32] cannot be used in RAID-6, so they are not
evaluated.

We also propose an ideal fast scaling method as a baseline.
The ideal case is based on the Feature 2 (Section II-A) with
minimal data movements to maintain a uniform workload in
the enlarged new used stripe. We assume this case doesn’t
involve any parity migration, modification and computation
as in RAID-0. Because no movement in dedicate parity disks
(e.g., for RDP code), actually the number of ideal movements
is m ∗B/(m+ nd), where nd is the number of data disks.

Several popular MDS codes in RAID-6 are selected for
comparison,

Algorithm 1: Data Addressing Algorithm of RDP Scaling from n to n+m

disks Using SDM Scheme (where n = p1 + 1, n+m = p2 + 1, p1 < p2, p1

and p2 are prime numbers)

Get or calculate the Sid, i, j, ns and nss value, then label the new disks
with column IDs from n− m

2 − 3 to n + m
2 − 4

S′id = Sid; /*Stripe ID unchanged*/
k = Sid mod ns;
if 0 ≤ k ≤ ns − nss − 1 (migrated stripes in layout comparison step) then

if i + j ≤ p1 − 1 then
i′ = i, j′ = j;

end
else

i′ = i, j′ = j + m.
end

end
if ns − nss ≤ k ≤ ns − 1 (sacrificed stripes in load balancing checking step)
then

if (i = 1, 3, 5, · · · , p1 − 1) && (j = 1, 3, 5, · · · , n + m− 3) then
i′ = i, j′ = j;

end
else

i′ = i, j′ = j + m.
end

end

Algorithm 2: Data Addressing Algorithm of P-Code Scaling from n to n+m

disks Using SDM Scheme (where n = p1 − 1, n+m = p2, p1 ≤ p2, p1 and

p2 are prime numbers)

Get or calculate the Sid, i, j, ns and nrs value, then label the new disks
with column IDs from n to n + m− 1
S′id = Sid; /*Stripe ID unchanged*/
k = Sid mod ns;
if 0 ≤ k ≤ ns − nrs − 1 (migrated stripes in layout comparison and load
balancing checking step) then

if migrated data elements then
distribute i′ and j′ based on round-robin order, where
0 ≤ i′ ≤ p1−1

2 , n ≤ j′ ≤ n + m− 1;
end
else

i′ = i, j′ = j.
end

end
if ns − nrs ≤ k ≤ ns − 1 (retained stripes in load balancing checking step)
then

i′ = i, j′ = j.
end



TABLE VII
OVERHEAD OF RAID-6 SCALING USING SDM SCHEME (RDP CODE,

SCALING FROM 6 TO 8 DISKS)

Stripe ID
Number of Number of

Total I/Os
Number of

Data & Parity Modified XOR
Movements Parities Calculations

0 and 1 4 none 8 I/Os none
2 8 16 48 I/Os 32 XORs

stripe set
16 16 64 I/Os 32 XORs(three stripes)

TABLE VIII
OVERHEAD OF RAID-6 SCALING USING SDM SCHEME (P-CODE,

SCALING FROM 6 TO 7 DISKS)

Stripe ID
Number of Number of

Total I/Os
Number of

Data & Parity Modified XOR
Movements Parities Calculations

0,1,2,3,4 and 5 2 4 12 I/Os 8 XORs
6 none none none none

stripe set
12 24 72 I/Os 48 XORs(seven stripes)

1) Codes for p− 1 disks: P-Code1 [15] and HDP [26];
2) Codes for p disks: X-Code [27] and P-Code;
3) Codes for p+1 disks: RDP code [6] and H-Code [25];
4) Codes for p+ 2 disks: EVENODD code [2].
Suppose the total number of data blocks in a disk array is B,

the total number of stripes in a disk array before scaling is S,
we can derive the relationship between these two parameters.
For example, for RDP code when p = 5, B = 16S; when
p = 7, B = 36S.

We define Data Migration Ratio (Rd) as the ratio between
the number of migrated data/parity blocks and the total number
of data blocks. Parity Modification Ratio (Rp) delegates the
ratio between the number of modified parity blocks and the
total number of data blocks. For the examples of RDP and P-
Code shown in Section III, according to the results presented
in Table VII, Rd = 16S

16S∗3 = 33.3% and Rp = 16S
16S∗3 =

33.3%. For P-Code, based on the numbers in Table VIII, Rd =
12S

12S∗7 = 14.3% and Rp = 24S
12S∗7 = 28.6%.

In RAID-6 scaling, each data or parity migration only costs
two I/O operations, and the modification of each parity also
has two I/Os. Based on the data migration ratio (Rd) and parity
modification ratio (Rp), the total number of I/O operations is
nio = 2 ∗Rd ∗B+2 ∗Rp ∗B. According to this equation, the
total number of I/O operations for RDP example in Section
III is 2 ∗B ∗ 33.3%+2 ∗B ∗ 33.3% = 1.33B, and for P-Code
example it is 2 ∗B ∗ 14.3% + 2 ∗B ∗ 28.6% = 0.86B.

If we ignore the computation time and assume the same
time on a read or write request to a block (denoted by Tb),
and suppose the migration I/O can be processed in parallel
on each disk. Based on the I/O distribution shown in Figure
10(a) (column 7 has the highest I/O and longest migration time
cost), the migration time Tm for RDP example in Section III
is Tm = 32STb/3 = 2BTb/3.

Similarly, based on Figure 10(b) (column 6 has the highest

1P-Code has two variations as shown in Figure 2.

I/O and longest migration time cost), the migration time for
P-Code example is Tm = 12STb/7 = BTb/7.
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Fig. 10. I/O distribution in multiple stripes using SDM scheme.

B. Numerical Results
In this section, we give the numerical results of scalability

using different scaling approaches and various coding meth-
ods. In the following Figures 11 to 16, a two-integer tuple
(n, m) denotes the original number of disks and the extended
number of disks. For example, RDP (6, 2) means a RAID-6
scaling from 6 to 6 + 2 disks using RDP code.

1) Data Distribution: Regarding to the data distribution,
we use the coefficient of variation as a metric to examine
whether the distribution is even or not as other approaches
[8] [32]. The small value of the coefficient of variation means
highly uniform distribution. The results are shown in Figure
11. We notice that load balancing check is necessary for SDM.

2) Data Migration Ratio: Second, we calculate the data
migration ratio (Rd) among various fast scaling approaches
under different cases as shown in Figure 12. Our SDM scheme
has the approximate migration ratio compared to Semi-RR and
the ideal case in RAID-0.

3) Parity Modification Ratio: Third, parity modification
ratio (Rp) among various RAID-6 scaling approaches under
different cases is presented in Figure 13. Compared to other
schemes with the same p and m, SDM sharply decreases the
number of modified parities by up to 96.2%.

4) Computation Cost: We calculate the total number of
XOR operations under various cases as shown in Figure 14.
By using RR-based approaches, various codes have similar
computation cost. SDM scheme decreases more than 80%
computation cost compared to other approaches.

5) Total Number of I/O Operations: Next, total number
of I/O operations are calculated in these cases. If we use B
as the baseline, the results of total I/Os are shown in Figure
15. By using SDM scheme, 72.7%− 91.1% I/Os are reduced.

6) Migration Time: Migration time is evaluated as shown
in Figure 16 and summarized in Table IX. Compared to other
approaches, SDM performs well in multiple disks extension
and decreases the migration time by up to 96.9%, which
speeds up the scaling process to a factor of 32.

C. Analysis
From the results in Section IV-B, compared to RR, Semi-

RR and ALV, SDM has great advantages. There are several
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Fig. 13. Comparison on parity modification ratio under various RAID-6 scaling approaches.
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Fig. 15. Comparison on total I/Os under various RAID-6 scaling approaches (The number of B I/O operations is normalized to 100%).

reasons to achieve these gains. First, SDM scheme is a global
management on multiple stripes according to the priorities

of data movements, which reduces the parity modification
cost, computation cost, total I/Os. Second, compared to other
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TABLE IX
SPEED UP OF SDM SCHEME OVER OTHER RAID-6 SCALING SCHEMES

IN TERMS OF MIGRATION TIME

m & p RDP P-Code HDP H-Code X-Code EVENODD
m = 2

10.9× − 7.1× 32.0× 3.3× 19.0×
p = 5
m = 4

15.2× 3.8× 4.2× 29.6× 3.4× 7.8×
p = 7

approaches, SDM scheme distributes the migration I/Os more
evenly among data and parity disks, which accelerates the
scaling process in parallel. That is why SDM has better effects
in horizontal codes which suffer from unbalanced I/Os [26].
Third, although SDM sacrifices a small portion of stripes in
each stripe set, it helps SDM to maintain a uniform workload,
which creates favorable conditions for the storage system after
scaling. SDM also has potential to have positive impact on
migration by aggregating small I/Os as FastScale [32].

V. CONCLUSIONS

In this paper, we have proposed a Stripe-based Data Mi-
gration (SDM) scheme to achieve high scalability for RAID-
6. Our comprehensive mathematic analysis shows that SDM
achieves better scalability compared to other approaches in
the following aspects: 1) lower computation cost by reducing
more than 80% XOR calculations; 2) less I/O operations by
72.7%-91.1%; and 3) shorter migration time and faster scaling
process by a factor of up to 32.
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